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Abstract

Computer-aided diagnosis (CAD) using Artificial Intelligence (AI) has emerged as a

powerful tool to improve accuracy and efficiency in medical image interpretation. This

thesis investigates AI techniques for diagnosing various pathologies through medical

imaging, covering a broad spectrum of diseases, from tuberculosis to post-COVID

conditions.

The primary objective of this study was to develop and evaluate AI algorithms

for the automatic detection and classification of diseases using medical images. MRI

datasets, chest X-rays, and other imaging modalities were employed to train and test

the proposed AI models. Various deep learning techniques, such as convolutional

neural networks, were implemented to perform classification and detection tasks on

medical images.

The results demonstrate a high degree of accuracy and sensitivity in disease detec-

tion, often surpassing the performance of traditional diagnostic methods. A significant

improvement in early disease detection was observed, which could lead to more timely

treatment and better patient outcomes.

This research has significant clinical implications and highlights AI’s potential

to contribute to medical diagnosis. Current limitations are discussed, and future

research directions are proposed in this exciting and promising field of study.
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Preface

Medicine has witnessed significant advances throughout history, transforming how we

diagnose and treat diseases. In the current era, the convergence of artificial intelli-

gence and medical imaging has opened new possibilities for improving accuracy and

efficiency in medical diagnosis. This foreword serves as an introduction to a research

endeavor that explores the potential of artificial intelligence to revolutionize the field

of computer-aided medical diagnosis.

In this thesis, we delve into the world of artificial intelligence applied to medicine,

with a particular focus on disease diagnosis through medical imaging. In the following

chapters, we will explore the challenges and opportunities that arise when combining

the power of artificial intelligence with the wealth of information provided by medical

images.

This work addresses a wide range of topics, from tuberculosis to post-COVID

conditions, from the design of deep learning algorithms to the experimental evaluation

of their performance on clinical datasets. The clinical implications of our findings are

discussed, and future research directions in this field of study are proposed.

Our work not only serves as a significant contribution to the field of computer-

aided medical diagnosis but also as a source of inspiration for future researchers inter-

ested in exploring the transformative potential of artificial intelligence in medicine.

xiv



Chapter 1

Introduction

1.1 Background

1.1.1 Advancements in medical imaging and artificial intelli-

gence

Medical imaging has undergone significant advancements over the past few decades,

transforming how diseases are diagnosed and treated. Techniques such as X-rays,

magnetic resonance imaging (MRI), computed tomography (CT), and ultrasound

have become indispensable tools in modern medicine. These modalities provide non-

invasive means to visualize internal structures, detect abnormalities, and guide ther-

apeutic interventions. Despite their immense utility, interpreting medical images

remains a complex task requiring extensive expertise and experience. Human error,

image quality variability, and certain pathological signs’ subtlety can all contribute

to diagnostic inaccuracies [1].

In parallel with the evolution of medical imaging, the field of artificial intelligence

(AI) has made remarkable strides. AI encompasses a broad range of computational

techniques designed to mimic human intelligence, including machine learning, deep

learning, and neural networks. These technologies have demonstrated exceptional

performance in tasks such as image recognition, natural language processing, and

predictive analytics [2].

1



CHAPTER 1. INTRODUCTION 2

1.1.2 The emergence of deep learning in medical diagnostics

Deep learning, a subset of machine learning, has garnered significant attention for its

ability to learn hierarchical representations from data automatically. Convolutional

neural networks (CNNs), a type of deep learning architecture, have proven partic-

ularly effective for image-related tasks. CNNs consist of multiple layers that can

learn to detect increasingly complex features, from simple edges to intricate patterns,

directly from raw pixel data [3].

The application of deep learning in medical diagnostics has opened new horizons

for enhancing diagnostic accuracy and efficiency. CNNs have been successfully em-

ployed to analyze various types of medical images, including radiographs, MRIs, and

CT scans. These models can assist in identifying diseases such as cancer, pneumonia,

tuberculosis, and neurological disorders with high precision. The ability of deep learn-

ing models to process vast amounts of data and recognize patterns beyond human

perception makes them valuable tools for augmenting clinical decision-making [4].

1.1.3 Challenges in medical image diagnosis

Despite AI’s promise in healthcare, several challenges remain in deploying deep learn-

ing models for medical image diagnosis [5]. Variability in image quality, presence of

noise, and differences in imaging protocols across institutions can affect model per-

formance. Additionally, the complexity of medical images, which often contain subtle

and heterogeneous features, poses significant challenges for accurate disease detec-

tion [6].

Moreover, integrating AI into clinical workflows requires addressing model in-

terpretability, trustworthiness, and regulatory compliance issues. Ensuring that AI

models provide transparent and explainable results is crucial for gaining the trust of

healthcare professionals and patients. Addressing these challenges necessitates a com-

prehensive approach that includes robust preprocessing techniques, advanced feature

extraction methods, and reliable classification algorithms [7].



CHAPTER 1. INTRODUCTION 3

1.1.4 The role of preprocessing, feature extraction, and clas-

sification

In this research, we propose a three-stage model for computer-aided medical diagno-

sis using deep learning, encompassing preprocessing [8], feature extraction [9], and

classification [10].

1. Preprocessing: The preprocessing stage focuses on enhancing image quality

by reducing noise and optimizing images for analysis. This step is crucial for

ensuring that the subsequent stages operate on the best possible data.

2. Feature extraction: Feature extraction stage is fine-tuned. The feature ex-

traction stage utilizes pre-trained CNNs such as ResNet50 and VGG16 through

transfer learning to identify the most relevant features from the medical im-

ages. These pre-trained networks are fine-tuned to specific medical datasets

and enable efficient and accurate extraction of intricate image features.

3. Classification: The classification stage involves applying advanced machine

learning classifiers to the extracted features to diagnose diseases accurately.

This stage also includes evaluating model performance using various metrics to

ensure reliability and effectiveness.

The modular design of this model allows each stage to be independently improved

without affecting the other components. This flexibility facilitates the incorporation

of advancements in preprocessing techniques, feature extraction methods, and classi-

fication algorithms, ensuring that the model remains at the forefront of technological

developments in medical diagnostics [11].

1.2 Problem statement

Medical diagnosis is a critical and complex task that significantly influences patient

outcomes [12]. The advent of advanced imaging techniques such as X-rays, MRIs, CT
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scans, and ultrasounds have revolutionized the diagnostic process by providing de-

tailed visualizations of internal body structures. However, interpreting these medical

images remains a formidable challenge due to several factors.

1.2.1 Variability in image quality

Medical images often suffer from variability in quality due to differences in imaging

equipment, protocols, and patient conditions. This variability can introduce noise and

artifacts, making it difficult for radiologists to interpret the images accurately [13],

as inconsistent image quality can lead to diagnostic errors, potentially resulting in

misdiagnosis or delayed treatment.

1.2.2 Subtle and heterogeneous pathological features

Many diseases manifest with subtle and heterogeneous features that are difficult to de-

tect even for experienced radiologists. For example, early-stage cancers or microbleeds

in brain imaging may present with minute changes that can be easily overlooked [14].

The complexity of visual patterns in medical images requires advanced techniques

capable of discerning these subtle features to ensure accurate diagnosis.

1.2.3 High cognitive load on radiologists

The increasing volume of medical imaging studies presents a significant cognitive load

for radiologists, who must analyze numerous images with high precision under time

constraints. This workload can lead to fatigue and reduced diagnostic accuracy [15].

Automated diagnostic tools that assist in image analysis can alleviate this burden

and enhance the overall efficiency and accuracy of the diagnostic process.

1.2.4 Need for standardization in image analysis

The lack of standardized protocols for image analysis contributes to variability in

diagnostic outcomes, as differences in interpretation methods among radiologists can
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lead to inconsistent diagnoses. This highlights the need for standardized, automated

tools that ensure consistent and reliable analyses across medical institutions [16].

1.2.5 Integrating AI into clinical workflows

While AI, particularly deep learning, has shown great promise in medical diagnos-

tics, integrating these technologies into clinical workflows presents several challenges.

These include ensuring the interpretability and trustworthiness of AI models, com-

plying with regulatory standards, and gaining acceptance from healthcare profession-

als [17]. Models must be transparent, providing explainable results that clinicians

can trust and act upon.

1.2.6 Research gap in modular AI models

Current AI models for medical diagnosis often lack modularity, making it challeng-

ing to incorporate improvements in specific stages of the diagnostic process without

affecting the entire system. A modular approach that allows independent enhance-

ments in preprocessing, feature extraction, and classification stages can provide a

more flexible and adaptable solution [18].

1.2.7 Addressing the problem

To address these challenges, this research focuses on developing a robust, modular

deep-learning model for computer-aided medical diagnosis. The proposed model is

designed to improve diagnostic accuracy and efficiency by integrating three key com-

ponents: preprocessing, feature extraction, and classification. Each component can be

independently optimized to incorporate the latest advancements, ensuring the model

remains at the cutting edge of medical diagnostics [19].

• Preprocessing: Enhances image quality by reducing noise and optimizing im-

ages, providing a solid foundation for subsequent analysis.
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• Feature extraction: Utilizes pre-trained convolutional neural networks (CNNs)

through transfer learning to extract relevant features, leveraging state-of-the-art

deep learning techniques.

• Classification: Applies advanced machine learning classifiers to the extracted

features, delivering accurate and reliable disease diagnoses.

1.3 Objectives of the study

This research aims to improve medical image diagnosis accuracy, consistency, and ef-

ficiency by addressing the aforementioned issues through a comprehensive and adapt-

able approach. The ultimate goal is to develop a tool that supports healthcare pro-

fessionals in delivering better patient care through precise and timely diagnoses [20].

Specifically, the aims are as follows:

1. Develop a robust deep learning model for automated medical diagno-

sis: To create a comprehensive deep learning model for automatically diagnos-

ing various pathologies using medical imaging. This model will integrate three

main components: preprocessing, feature extraction, and classification.

2. Enhance image quality through preprocessing techniques: To improve

the quality of medical images by reducing noise and optimizing them for subse-

quent analysis. This stage will ensure that the images used for feature extraction

and classification are of high quality.

3. Utilize pre-trained convolutional neural networks for feature extrac-

tion: Use pre-trained convolutional neural networks (CNNs) such as ResNet50,

VGG16, and others to extract the most relevant features from medical images.

Transfer learning will facilitate extracting high-quality features, enhancing the

model’s diagnostic capabilities.

4. Implement advanced classification algorithms: This stage will apply ad-

vanced machine learning classifiers to the features extracted by the CNNs, en-
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suring accurate and reliable disease classification. It will also involve evaluating

the model using various performance metrics.

5. Ensure modular design for independent component improvement: To

design the model so that each of its three stages (preprocessing, feature extrac-

tion, and classification) can be independently improved without affecting the

other stages. This modularity will allow for the seamless integration of better

techniques as they become available.

1.4 Research hypotheses

1. Enhanced image quality improves diagnostic accuracy: Preprocessing

techniques that reduce noise and optimize image quality will improve feature

extraction and diagnostic accuracy.

2. Transfer learning enhances feature extraction: Utilizing pre-trained CNNs

through transfer learning will extract more relevant features from medical im-

ages than traditional methods, leading to better classification performance.

3. Modular design facilitates continuous improvement: The deep learning

model’s modular design will allow for independent improvements in preprocess-

ing, feature extraction, and classification stages, leading to a more adaptable

and robust diagnostic tool over time.

4. Advanced classifiers improve disease detection: Implementing advanced

machine learning classifiers on the features extracted by CNNs will result in

high accuracy and reliability in the automatic diagnosis of various diseases.

1.5 Justification of the study

Integrating artificial intelligence, particularly deep learning, into medical diagnostics

represents a significant advancement in the healthcare field [21]. The ability to ac-

curately and efficiently diagnose diseases using medical images can have profound
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implications for patient outcomes. The three-stage model proposed in this research

comprising preprocessing, feature extraction, and classification addresses several crit-

ical aspects of automated medical diagnosis:

1. Preprocessing [22]: Improving the quality of medical images is essential for

accurate diagnosis. By reducing noise and optimizing images, preprocessing

ensures that the subsequent stages of the model work with the best possible

data, ultimately leading to more reliable diagnostic results.

2. Feature extraction [23]: Using pre-trained CNNs for feature extraction lever-

ages the power of transfer learning, which has been proven highly effective in

various image analysis tasks. These pre-trained models can extract intricate

and relevant features from medical images, which are crucial for accurate dis-

ease classification.

3. Classification [24]: Advanced machine learning classifiers are vital for inter-

preting the extracted features and making precise diagnostic decisions. Using

robust classifiers ensures that the model can handle the complexity and vari-

ability of medical images, providing accurate and reliable diagnoses.

4. Modular design: A modular design allows for continuous model improvement.

As new and better techniques are developed in image preprocessing, feature

extraction, and classification, they can be integrated into the existing model

without disrupting its overall functionality. This adaptability is crucial for

keeping the model up-to-date with the latest advancements in AI and medical

imaging.

In summary, this research aims to develop a state-of-the-art deep-learning model

for computer-aided medical diagnosis that is accurate, reliable, and adaptable [25].

This model can significantly enhance medical practitioners’ diagnostic capabilities

and improve patient outcomes by addressing key aspects of image quality, feature

extraction, and classification.
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1.6 Thesis structure

This thesis is organized into six chapters, each addressing a key aspect of the research

conducted. Below is a detailed overview of each chapter:

• Chapter 2: Literature review – A comprehensive review of existing research

on AI in medical diagnostics, including deep learning techniques and their ap-

plications in medical imaging.

• Chapter 3: Methodology – Detailed explanation of the methods used in de-

veloping and evaluating the deep learning model, including preprocessing tech-

niques, feature extraction, and classification algorithms.

• Chapter 4: Results – Presentation and analysis of the results obtained from

the experimental evaluation of the model.

• Chapter 5: Discussion – Interpretation of the results, discussion of their im-

plications, and comparison with existing studies.

• Chapter 6: Conclusions and future work – Summary of the main findings, con-

clusions drawn from the research, and suggestions for future research directly.

1.7 Summary

In this introductory chapter, we have laid the foundation for understanding the con-

text and significance of our research on computer-aided medical diagnosis using ar-

tificial intelligence [26]. We began by highlighting the remarkable advancements in

medical imaging techniques and the transformative potential of artificial intelligence,

particularly deep learning, in enhancing diagnostic accuracy and efficiency. We then

identified the key challenges that persist in medical image diagnosis, including vari-

ability in image quality, the complexity of pathological features, and the high cognitive

load on radiologists [27].

We presented our proposed solution, a modular deep learning model compris-

ing three stages: preprocessing, feature extraction, and classification. This model
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addresses the identified challenges by enhancing image quality, extracting relevant

features using pre-trained convolutional neural networks, and accurately classifying

medical conditions using advanced machine learning classifiers. The flexibility of this

modular approach allows for independent improvements in each stage, ensuring the

model remains adaptable to future advancements.

This research’s objectives, hypotheses, and justification were clearly defined, out-

lining our goals to develop a robust diagnostic tool that improves clinical decision-

making. The significance of this research lies in its potential to augment the capa-

bilities of healthcare professionals, reduce diagnostic errors, and ultimately enhance

patient outcomes.

With a comprehensive understanding of the problem statement and the proposed

approach, we are now prepared to delve deeper into the existing body of research

that informs and supports our work. In the next chapter, we will conduct a thorough

literature review, examining the current state of AI in medical diagnostics, exploring

various deep learning techniques, and understanding their applications in medical

imaging. This review will provide the necessary background and context, setting the

stage for the detailed methodology and experimental results that follow.

As we transition into Chapter 2, the focus will shift to reviewing and synthesizing

relevant literature, identifying gaps in existing research, and positioning our work

within the broader landscape of AI-driven medical diagnostics. This will highlight the

novelty and contributions of our research and ensure that our approach is grounded

in a solid understanding of current technologies and practices.
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Literature review

2.1 Introduction

Artificial Intelligence (AI) applications in medical diagnostics have gained significant

attention in recent years due to their potential to revolutionize how medical images

are analyzed and interpreted. Traditional diagnostic methods, while effective, often

require substantial human expertise and can be prone to variability depending on

the individual interpreting the data. Integrating AI, particularly deep learning tech-

niques, offers the ability to automate the diagnostic process, improve accuracy, and

reduce the workload on medical professionals [28].

This chapter provides a comprehensive review of the current state of AI in med-

ical diagnostics, with a particular emphasis on the deep learning models developed

for medical image analysis. AI-driven approaches have been applied across various

imaging modalities, such as X-rays, computed tomography, and magnetic resonance

imaging, to aid in the detection and classification of various pathologies, including

lung diseases, brain tumors, and cardiovascular conditions [29].

As the field evolves, the role of deep learning, particularly convolutional neural net-

works, has become increasingly important due to their success in image classification,

segmentation, and feature extraction. This chapter explores the existing literature on

these techniques and highlights their applications, challenges, and limitations within

the context of medical imaging. Additionally, the review seeks to identify the gaps in

11
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the current research and position the contributions of this thesis within the broader

landscape of AI-driven diagnostics [30].

2.2 Brief overview of AI in medical diagnostics

AI has emerged as a transformative technology in various sectors, and its applications

in healthcare, particularly in medical diagnostics, have shown immense potential. AI

in medical diagnostics refers to using algorithms, primarily machine learning and

deep learning, to assist in identifying and diagnosing diseases from medical data [31].

These technologies have advanced the capabilities of medical professionals by pro-

viding faster, more accurate, and reproducible results, especially in medical imaging.

Figure 2.1 shows in a simple and general way the auxiliary process for the detection,

classification, and segmentation of medical images using Deep Learning (DL) in vari-

ous medical pathologies, intending to optimize and generate early, timely, and precise

treatment [32].

Figure 2.1: Automatic classification model as an auxiliary tool for conventional
diagnosis by the specialist physician.

The integration of AI into medical diagnostics primarily focuses on processing
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large datasets generated by imaging technologies like X-ray, CT, MRI, and ultra-

sound. These datasets are often complex and difficult to interpret manually, espe-

cially when subtle patterns or abnormalities are present. AI algorithms, particularly

deep learning-based ones, can automatically analyze these images, detect patterns,

and provide diagnostic outputs that can support clinical decision-making [33].

2.2.1 Evolution of AI in diagnostics

The journey of AI in diagnostics can be traced back to the early development of

machine learning techniques, where statistical methods were applied to clinical data

to predict patient outcomes. However, it was not until the advent of deep learning

in the early 2010s that AI made significant strides in medical imaging [34]. CNNs,

a type of deep learning architecture specifically designed for image analysis, have

proven particularly effective for tasks such as image classification, segmentation, and

detection [35], as shown in Figure 2.2.

Figure 2.2: The simple process of a medical image passing through a simple
three-hidden layer CNN, whose output is a feature vector that can be used for

different systems.
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The use of CNNs in medical diagnostics allows for the automatic extraction of

features from raw images, bypassing the need for manual feature engineering, a lim-

itation of earlier machine-learning techniques. This has been especially useful in di-

agnostic tasks involving radiographic images, where detecting minute anomalies can

be critical. As a result, deep learning has been successfully applied to detect a range

of pathologies, including pneumonia, tuberculosis, lung cancer, and brain tumors,

among others [36].

2.2.2 AI techniques in diagnostics

The two primary categories of AI techniques in medical diagnostics are traditional

machine learning and deep learning.

• Traditional machine learning [37]: These algorithms require manual fea-

ture extraction and selection, followed by classification or regression techniques

to diagnose diseases. Support Vector Machines (SVM), Decision Trees, and

Random Forests have been commonly used in this regard. While effective in

structured data, these methods often struggle with unstructured data, such as

images, where feature extraction is not straightforward.

• Deep learning [38]: In contrast, deep learning methods, especially CNNs, have

revolutionized medical diagnostics by automating feature extraction from raw

medical images. CNNs consist of layers of filters that learn to identify various

features of an image, such as edges, textures, and patterns, which are crucial for

medical diagnoses. Deep learning has enabled the development of end-to-end

models that take raw medical images as input and output diagnostic decisions

without needing handcrafted features.

Among the most widely used architectures are:

1. Convolutional neural networks [39]: Ideal for image analysis, CNNs are

commonly used in tasks such as detecting tumors in MRI scans or abnormalities

in X-rays.
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2. Recurrent neural networks (RNNs) [40]: Often applied to time-series med-

ical data such as ECG or EEG signals.

3. Generative adversarial networks (GANs) [41]: Used in image generation

and enhancement, GANs have been applied to improve image resolution and

reduce noise in diagnostic images.

2.3 Applications of AI in medical imaging diagnosis

AI has been integrated into diagnostic workflows in several imaging modalities:

a) X-ray [42]: AI has been used extensively to analyze chest X-rays to detect

pneumonia, tuberculosis, and even COVID-19. By learning from vast datasets,

CNN-based models can accurately distinguish between healthy and abnormal

chest X-rays, often identifying conditions that human radiologists might miss.

b) Computed tomography (CT) [43]: CT scans generate detailed cross-sectional

images of the body, which are used in diagnosing a wide array of conditions,

including cancers and vascular diseases. AI models have demonstrated high

accuracy in identifying lung nodules, and hemorrhages, and even predicting

patient outcomes based on CT data.

c) Magnetic resonance imaging (MRI) [44]: MRI is frequently used to detect

brain tumors, spinal injuries, and cardiac conditions. Deep learning models

have been developed to segment tumors, classify brain lesions, and even predict

disease progression from MRI scans.

AI models in these applications are often designed to work in tandem with ra-

diologists, providing a second opinion or identifying suspicious regions for further

investigation. Studies have shown that AI systems can reduce diagnostic errors and

improve patient outcomes when combined with human expertise.
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2.3.1 Ethical consideration and limitations

While AI offers numerous advantages, its integration into medical diagnostics is not

without challenges. One of the primary concerns is the black-box nature of deep

learning models, which can make it difficult to understand how decisions are made.

In critical applications like healthcare, transparency, and interpretability are essential

for gaining the trust of medical professionals and patients [45].

Another limitation is the availability of high-quality, annotated data for training

these models. Deep learning requires large amounts of labeled data, and obtaining

such datasets in the medical field can be challenging due to privacy concerns and the

need for expert annotations [46].

Lastly, the risk of bias in AI models is a growing concern. AI models trained on

data from specific populations may not generalize well to other populations, leading to

disparities in healthcare outcomes. Therefore, ensuring that AI models are trained on

diverse datasets representing various demographic and clinical factors is crucial [47].

2.3.2 Future directions

The future of AI in medical diagnostics is promising, with ongoing research focused

on improving the robustness, transparency, and generalizability of AI models. Tech-

niques such as explainable AI (XAI) are being developed to make AI models more

interpretable, provide insights into how decisions are made, and ensure that they align

with medical knowledge [48].

Moreover, advancements in transfer learning, where pre-trained models are fine-

tuned on smaller medical datasets, have enabled leveraging the power of deep learning

even in cases with limited data. The integration of AI into clinical practice will

continue to grow, with AI-driven diagnostics playing an increasingly central role in

improving patient outcomes and reducing the burden on healthcare systems [49].
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2.4 Techniques for medical imaging

2.4.1 X-ray imaging

X-ray imaging is one of the most fundamental and widely used techniques in medical

diagnostics [50]. At its core, X-ray imaging leverages the physics of electromagnetic

radiation. X-rays are a form of high-energy electromagnetic radiation, with wave-

lengths in the range of 0.01 to 10 nanometers, corresponding to frequencies between

30 petahertz (PHz) and 30 exahertz (EHz) [51]. This high energy enables X-rays

to penetrate various human body tissues, making them invaluable for creating inner

images.

2.4.2 Physical principles of X-rays

X-rays are a form of high-energy electromagnetic radiation. In many languages, it is

referred to as Röntgen radiation, after the German scientist Wilhelm Conrad Röntgen,

who discovered it in 1895 and named it X-radiation to signify an unknown type of

radiation [52]. Figure 2.3 shows the print of Wilhelm Rönteng’s first medical X-ray

of his wife’s hand, taken on 22 December 1895 and presented to Ludwig Zehnder of

the Physik Institut, University of Freiburg, on 1 January 1896 [53].

Figure 2.3: First medical image taken from X-rays.

X-rays with high photon energies above 5-10 keV (below 0.2–0.1 nm wavelength)

are called hard X-rays, while those with lower energy (and longer wavelength) are

called soft X-rays. The intermediate range with photon energies of several keV is often
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referred to as tender X-rays. Due to their penetrating ability, hard X-rays are widely

used to image the inside of objects (e.g. in medical radiography and airport security).

The term X-ray is metonymically used to refer to a radiographic image produced

using this method, in addition to the method itself. Since the wavelengths of hard

X-rays are similar to the size of atoms, they are also useful for determining crystal

structures by X-ray crystallography. By contrast, soft X-rays are easily absorbed in

the air; with an attenuation length of 600 eV ( 2 nm) X-rays in water are less than

1-micrometer [54] (see Figure 2.4).

Figure 2.4: X-rays are part of the electromagnetic spectrum, with wavelengths
shorter than UV light. Different applications use different parts of the X-ray

spectrum.

X-rays are generated when high-energy electrons collide with a metal target, in-

side an X-ray tube, typically tungsten. This process is known as "bremsstrahlung,"

or braking radiation. As electrons decelerate upon striking the metal target, their

kinetic energy is converted into electromagnetic radiation, which manifests as X-rays.

The energy of the emitted X-rays is proportional to the deceleration and the atomic

number of the target material. The resulting X-rays consist of a spectrum of energies,

with higher-energy X-rays capable of penetrating denser tissues, such as bones, and

lower-energy X-rays being absorbed by softer tissues. Based on tissue density, the

varying degrees of absorption form the contrast in the resulting image. Radiation can

be classified by wavelength λp, the length of one wave period. The wavelength can
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also be represented by frequency fp and the wave propagation speed, i.e., the speed

of light c [55].

λp =
c

fp
. (2.1)

In Eq. (2.2) the energy of photons is given, where h denotes Planck’s constant

(≈ 6.626069 × 10−34J · s) and c is the speed of light (≈ 2.99792 × 105m/s). The

energy is directly related to the photon’s wavelength λp or its frequency fp and is

given by the unit electron volt [eV]. We can easily obtain that the photon energy

is proportional to its frequency and inversely proportional to its wavelength, which

means the higher its frequency, the higher its energy [56].

Ep =
hc

λp

= fph . (2.2)

When a monochromatic X-ray beam traverses a homogeneous object with absorp-

tion coefficient µ, according to Lambert-Beer’s law, the observed intensity I is related

to the intersection length of the object x and the ray:

I = I0 · e−µ·x, (2.3)

here, I0 is the X-ray intensity at the X-ray source. As mentioned, it is a digital

radiological diagnostic technique. The image is obtained by exposing the radiographic

image receptor to a high-energy radiation source, commonly X-rays or gamma radia-

tion (from radioactive isotopes, e.g., iridium-192, cobalt-60, cesium-137); this can be

seen in Figure 2.5. The interaction of X-rays with biological tissues follows several

key mechanisms (see Figure 2.6):

• Photoelectric effect [57]: An atom absorbs X-rays, its energy can eject an

electron from one of the inner shells of the atom. This effect is more significant in

denser tissues (like bone), which results in greater X-ray absorption and a whiter

appearance on the image. The photoelectric effect is directly proportional to

the tissue’s atomic number (Z), making it the primary mechanism responsible
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for bone visibility in X-rays.

• Compton scattering [58]: X-rays can scatter off electrons in a tissue, changing

direction while losing some energy. This scattering can lead to image noise, but

it also helps differentiate soft tissues. Compton scattering dominates in lower-

density tissues, such as muscle or fat.

• Rayleigh scattering [59]: This involves the elastic scattering of X-rays by

atoms without energy loss. Though less common in medical X-rays, it plays a

small role in image formation.

Figure 2.5: Simple diagram of obtaining digital X-ray images.

The differential absorption of X-rays by various tissues allows for the detailed

visualization of internal structures. Dense structures like bones absorb a significant

portion of the X-rays, leading to fewer X-rays reaching the detector, resulting in

a bright image appearance. In contrast, soft tissues absorb fewer X-rays, allowing

more to pass through and reach the detector, creating darker areas on the image.

Modern X-ray systems have advanced with digital detectors, replacing traditional

film. These detectors convert X-rays into electrical signals, which are then processed
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to generate digital images. This process reduces radiation doses and improves image

quality by enabling post-processing adjustments, such as contrast enhancement or

noise reduction.

Figure 2.6: Principles of photon-matter interactions.

X-ray imaging is particularly useful in diagnosing fractures, infections, and tu-

mors. Beyond basic radiography, specialized forms of X-ray imaging, such as flu-

oroscopy and computed tomography (CT), offer dynamic and cross-sectional body

views, providing more detailed insights into internal pathologies [60]. X-ray imaging

remains a cornerstone in medical diagnostics due to its simplicity, speed, and effec-

tiveness in providing clear images of bony structures and some soft tissues. However,

its limitations, including exposure to ionizing radiation and reduced contrast for soft

tissues, make it necessary to complement it with other imaging techniques such as

CT or MRI, for more comprehensive diagnoses.

2.4.3 Computed tomography

Computed Tomography (CT), also known as CAT (Computerized Axial Tomography)

scanning, is an advanced imaging technique that builds upon the basic principles

of X-ray imaging to produce detailed three-dimensional images of the body [61].

CT combines the physics of X-rays with computational algorithms to provide cross-

sectional images, offering a much more comprehensive view of internal structures than

traditional X-ray imaging.
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2.4.4 Physics behind CT imaging

CT scanners take multiple X-ray images from different angles around the patient and

use computer algorithms to reconstruct these into a detailed 3D representation of

the body’s internal structures. Since its development in the 1970s, CT scanning has

proven to be a versatile imaging technique [62]. While CT is most prominently used in

medical diagnosis, it can also form images of non-living objects. The 1979 Nobel Prize

in Physiology or Medicine was awarded jointly to South African-American physicist

Allan MacLeod Cormack and a British electrical engineer Godfrey Hounsfield "for

the development of computer-assisted tomography" [63] (see Figure 2.7).

Figure 2.7: 1979 Nobel Prize winners for inventing X-ray CT.

A CT scanner consists of an X-ray tube that rotates around the patient and a

set of detectors positioned on the opposite side. As the X-ray tube rotates, it emits

a narrow beam of X-rays that passes through the body. The detectors measure the

intensity of X-rays after they have passed through the body, which varies depending

on the tissue density. Dense tissues, like bone, absorb more X-rays, while softer

tissues, like organs, absorb fewer [64]. Based on image acquisition and procedures,

various types of scanners are available in the market: sequential, spiral, electron

beam, dual-energy, perfusion imaging, and positron emission. In Figure 2.8, you can

see a simple diagram of how this device captures images.

A CT scanner consists of an X-ray tube that rotates around the patient and a

set of detectors positioned on the opposite side. As the X-ray tube spins, it emits

a narrow beam of X-rays that passes through the body. The detectors measure the
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Figure 2.8: Outline of the basis of obtaining tomography images.

intensity of X-rays after they have passed through the body, which varies depending

on the tissue density. Dense tissues, like bone, absorb more X-rays, while softer

tissues, like organs, absorb fewer. The X-ray source takes images around the patient

at multiple angles (typically 360 degrees). For each angle, the detectors record an X-

ray attenuation profile, producing what is known as a “projection”. These projections

contain information about the body’s internal structure from that particular angle.

The key to CT imaging is mathematical reconstruction algorithms, which are used to

transform the numerous 2D projections into cross-sectional “slices” of the body. The

Filtered Back Projection method is one of the most commonly used algorithms [65].

This technique mathematically processes the projections to reconstruct the internal

structure at each slice, combining all the data points into a coherent 2D image of the

body’s cross-section.

More advanced methods, like Iterative Reconstruction, are now being employed

to reduce noise and improve image quality, which is especially useful in lowering the

radiation dose during CT scanning. Image reconstruction in CT is a mathematical

process that calculates the 2D cross-sectional attenuation distribution function f(x, y)

from a series of one-dimensional (1D) X-ray projections P (r, θ) acquired as the line

integrals at many different angles around the three-dimensional (3D) object [66], as

shown in Figure 2.9.
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Figure 2.9: Computed tomography image reconstruction methods. (a) Simple back
projection algorithm method, (b) filtered back projection algorithm method, and (c)

Fourier transform algorithm method.

A projection, P (r, θ) is formed by the attenuated set of parallel X-rays (or isotropic

X-rays emitted from a point source) through a 2D object of interest. A collection of

projections at several angles during a single rotation of the X-ray source-detection

system is called a sinogram. Effectively, this is a linear transform of the cross-sectional

image of the object. Sinograms simply display all of the different projections for

any slices stacked together. In reality, we can know the intensity I0 of the incident

X-ray beam and measure the intensity I of the detected beam. As a result, we

aim to understand the distribution of individual X-ray attenuation coefficients of the

object (see Figure 2.9). Image reconstruction in CT involves the calculation of these

individual coefficients in the internal structure of the object [67]. Where F{P (r, θ)}
is:

F{P (r, θ)} =
1

2π

∫
∞

−∞

∫
∞

−∞

f(x, y)e−ixw(u,v)dxdy . (2.4)

The typical CT image is constructed on a square matrix of 512 × 512 (262, 144

pixels) and has an image depth of 12 bits (4, 096 gray levels) but has increased to

matrices composed of 1, 024×1, 024 or 2, 046×2, 048 (ultrahigh-resolution CT) pixels

in recent years. CT numbers (Hounsfield units [HU]) are defined as the attenuation

values of the imaged tissues normalized to that of water [68]:
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CTnumber(HU) = 1, 000× µpixel − µwater

µwater

, (2.5)

where µwater is water’s linear attenuation coefficient, µpixel is a given pixel’s linear

attenuation coefficient. According to the definition of CT number (HU), the CT

numbers of air and water range from −1, 000 and 0, respectively. The CT numbers

for various organs in humans are shown in Figure 2.10:

Figure 2.10: Hounsfield scale of computed tomography (CT) numbers for various
tissues.

The most common application of X-ray CT refers to cross-sectional (axial) images

used for diagnostic and therapeutic purposes in various medical fields [69]. Modern

CT workstations are specifically designed to navigate and visualize various refor-

matted images, such as multiplanar reconstruction (MPR) techniques. The MPR

technique involves the image processing tasks needed to convert thin-slice data from

volumetric CT in the axial plane from another plane (such as coronal, sagittal, or

oblique) to control the window level (WW) and center the image to view whichever

structures needed with the aid of various software and a workstation, as shown in

Figure 2.11. From the 3D reconstruction of a sequence of tomographic images, the

MPR display can generate interactive slices in Cartesian planes (axial, sagittal, and

coronal), or even in oblique planes [70]. This means the physicians can obtain views

of the patient’s internal structures that provide greater clarification than the images
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from the original sequence.

Figure 2.11: (a) Anatomical planes in human, multiplanar reconstruction computed
tomography images, such as (b) coronal and (c) sagittal converted from (d) axial.

CT scans, while powerful, face several challenges, especially concerning image

quality, radiation exposure, and the complexity of image interpretation. These chal-

lenges have opened avenues for deep learning techniques, significantly enhancing seg-

mentation, classification, and diagnostic accuracy in CT imaging. CT uses ionizing

radiation, which poses a health risk, particularly with repeated exposures. Reduc-

ing radiation dose while maintaining image quality is a significant challenge in the

medical use of CT. Deep learning techniques, such as convolutional neural networks

(CNNs), have helped address this by enhancing low-dose CT images [71]. Noise re-

duction algorithms, powered by AI, allow for clearer images at reduced doses, thus

minimizing patient exposure to harmful radiation. The sheer amount of data gener-

ated by CT scans makes manual interpretation by radiologists time-consuming and

prone to error, particularly in identifying subtle anomalies. Deep learning models,

specifically CNNs, have revolutionized segmentation in CT images, allowing for au-

tomated and highly accurate delineation of structures like organs, tumors, and blood

vessels. These models can learn to identify patterns and distinguish between different

tissue types, which is especially useful in oncology for delineating tumor boundaries.

In classification, deep learning algorithms have been employed to identify specific

disease patterns in CT scans, such as lung nodules, liver tumors, or coronary artery
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calcifications. The ability of CNNs to process large volumes of data and extract

complex features from CT images has improved diagnostic accuracy and consistency.

Deep learning techniques have significantly contributed to overcoming many of the

challenges associated with CT imaging. By automating the segmentation and clas-

sification processes, AI reduces the workload of radiologists and increases diagnostic

accuracy. Moreover, noise-reduction algorithms and artifact removal techniques en-

sure clearer images, even at lower radiation doses. The future of CT imaging is closely

intertwined with AI, with ongoing research aimed at further enhancing image quality,

reducing radiation exposure, and improving diagnostic precision [72].

2.4.5 Magnetic resonance imaging (MRI)

Magnetic Resonance Imaging (MRI) is one of the most advanced medical imaging

techniques available, offering exceptional detail in soft tissue imaging. Unlike CT,

which relies on ionizing radiation, MRI uses strong magnetic fields and radiofrequency

(RF) waves to produce images, making it a safer option for repeated imaging. MRI is

widely used in diagnosing various conditions, particularly those involving soft tissue,

such as brain injuries, cancers, and neurological diseases [73].

2.4.6 MRI physics

MRI operates on the principle of nuclear magnetic resonance (NMR), where atomic

nuclei with an odd number of protons or neutrons (such as hydrogen) align in a

magnetic field, and respond to radiofrequency waves. Hydrogen atoms, abundant in

water molecules within the body, are most commonly targeted because of their high

sensitivity to the MRI process. When the radiofrequency field is turned off, the MRI

sensors can detect the energy released as the protons realign with the magnetic field.

The time it takes for the protons to realign with the magnetic field, and the amount

of energy released, changes depending on the environment and the chemical nature of

the molecules [74]. Physicians can tell the difference between various types of tissues

based on these magnetic properties. To obtain an MRI image, a patient is placed
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inside a large magnet and must remain still during the imaging process so as not

to blur the image. Contrast agents (often containing the element Gadolinium) may

be given to a patient intravenously before or during the MRI to increase the speed

at which protons realign with the magnetic field. The faster the protons realign,

the brighter the image. Figure 2.12 shows the axial section of how these devices are

constructed [75].

Figure 2.12: Axial section, Clinical MRI Scanner.

Figure 2.13 shows the longitudinal section.

Figure 2.13: Longitudinal section, Clinical MRI Scanner.

Nuclear magnetic resonance (NMR) was first described and measured in molecular
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beams by Isidor Rabi in 1938, by extending the Stern–Gerlach experiment, and in

1944, Rabi was awarded the Nobel Prize in Physics for this work [76]. In 1946,

Felix Bloch and Edward Mills Purcell expanded the technique for use on liquids and

solids, for which they shared the Nobel Prize in Physics in 1952. Vladislav Ivanov

proposed the idea of using the newly discovered phenomenon for imaging. However,

it wasn’t until 1977 that Raymond Andrew developed the MRI Scanner based on this

research [77]. The full-body scanner was created in 1978.

Subatomic particles have the quantum mechanical property of spin. Certain nuclei

such as 1,2H (protons), 3He, 23Na, or 31P have a non-zero spin and, therefore, a

magnetic moment. In the case of the so-called spin −1
2

nuclei, in fact, 1H there are

two spin states, sometimes referred to as up and down [78]. When these spins are

placed in a strong external magnetic field, they precess around an axis along the

direction of the field. Protrons align in two energy eigenstates (the Zeeman effect),

low-energy and high-energy, which are separated by very small splitting energy [79].

A non-zero spin ~S is associated with a non-zero magnetic dipole moment, ~µ, via

the relation:

~µ = γ~S, (2.6)

where γ is the gyromagnetic ratio, classically, this corresponds to the proportion-

ality between the angular momentum and the magnetic dipole moment of a spinning

charged sphere, both are vectors parallel to the rotation axis whose length increases

proportional to the spinning frequency. The magnetic moment and its interaction

with magnetic fields allow the observation of NMR signal associated with transitions

between nuclear spin levels during resonant RF irradiation or caused by Larmor pre-

cession of the average magnetic moment after resonant irradiation [80]. Electron spin

resonance (ESR) is a related technique in which transitions between electronic rather

than nuclear spin levels are detected. The basic principles are similar, but the instru-

mentation, data analysis, and detailed theory differ significantly. Nuclear spin is an

intrinsic angular momentum that is quantized. This indicates that the magnitude of
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angular momentum is quantized (i.e., the spin S can only assume a limited range of

values). Additionally, the angular momentum’s x, y, and z components are quantized,

constrained to integer or half-integer multiples of h̄, the reduced Planck constant. The

integer or half-integer quantum number associated with the spin component along the

z-axis or the applied magnetic field is known as the magnetic quantum number, m,

and can take values from +S to −S, in integer steps. Hence, there are a total of

angular momentum states for any given nucleus 2S + 1. Therefore, the z-component

of the angular momentum vector (~S) is Sz = mh̄. The z-component of the magnetic

moment is simply [81]:

µz = γSz = γmh̄ . (2.7)

Consider a nucleus with a spin of one-half, like 1H; its nucleus has two linearly

independent spin states, with m = 1
2

or m = −1
2

(also referred to as spin-up and

spin-down, or sometimes α and β spin states, respectively) for the z-component of

spin. In the absence of a magnetic field, these states are degenerate; that is, they

have the same energy. Hence the number of nuclei in these two states will be equal

at thermal equilibrium.

Suppose a nucleus with spin is placed in a magnetic field. However, the two states

no longer have the same energy due to the interaction between the nuclear magnetic

dipole moment and the external magnetic field. The energy of a magnetic dipole

moment ~mu in a magnetic field ~B0 is given by [82]:

E = −~µ · ~B0 = −µxB0x − µyB0y − µzB0z . (2.8)

Usually the z-axis is chosen to be along ~B0, and the above expression reduces to:

E = −µzB0, (2.9)

or alternatively:

E = −γmh̄B0 . (2.10)
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As a result, the different nuclear spin states have different energies in a non-zero

magnetic field. In less formal language, we can talk about the two spin states of a

spin 1
2

as being aligned either with or against the magnetic field. If γ is positive (true

for most isotopes used in NMR) then m = −1
2

(spin-up) is the lower energy state.

The energy difference between the two states is:

∆E = γh̄B0. (2.11)

This results in a small population bias favoring the lower energy state in thermal

equilibrium. With more spins pointing up than down, a net spin magnetization along

the magnetic field ~B0 results. A central concept in NMR is the precession of the spin

magnetization around the magnetic field at the nucleus, with the angular frequency:

ω = −γB, (2.12)

where ω = 2πν relates to the oscillation frequency ν and B is the magnitude of

the field. This means that the spin magnetization, which is proportional to the sum

of the spin vectors of nuclei in magnetically equivalent sites (the expectation value of

the spin vector in quantum mechanics), moves in a conical path around the B field.

This is analogous to the precessional motion of the axis of a tilted spinning top around

the gravitational field. In quantum mechanics, ω is the Bohr frequency ∆E/h̄ of the

Sx and Sy expectation values [83]. Precession of non-equilibrium magnetization in

the applied magnetic field ~B0 occurs with the Larmor frequency:

ωL = 2πνL = −γB0 . (2.13)

Without change in the populations of the energy levels because energy is constant

(time-independent Hamiltonian).

The MRI machine generates a very strong static magnetic field, typically in the

range of 1.5 to 3 Tesla (T), although some machines can go up to 7T for research

purposes. When a patient is placed inside this magnetic field, the hydrogen protons

in their body align either with or against the direction of the magnetic field. Since
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there are more protons aligned with the field, this creates a net magnetization. Next,

the MRI scanner emits a pulse of RF energy at a specific frequency, temporarily

disrupting the hydrogen protons’ alignment. This pulse causes the protons to absorb

energy and flip their alignment from a low-energy state to a high-energy one. When

the RF pulse is turned off, the protons return to their original alignment, releasing

the absorbed energy as a detectable signal. Two critical properties define how the

hydrogen protons release this absorbed energy, allowing the MRI scanner to create

images [84]:

• T1 Relaxation (longitudinal relaxation): This is the time it takes for protons

to realign with the magnetic field after turning off the RF pulse. T1 relaxation

times vary between different tissue types and provide contrast between them.

• T2 Relaxation (transverse relaxation): This is the time it takes for protons to

lose coherence with each other, dephasing after the RF pulse is turned off. T2

relaxation times also vary between tissues and contribute to image contrast,

especially in tissues with high water content.

As the protons return to their low-energy state, they emit RF signals. These

signals are detected by a coil in the MRI machine and processed by a computer to

form images. The differences in relaxation times between tissues (e.g., fat, muscle,

water, etc.) generate contrast in the images. Sequences such as T1 and T2-weighted

imaging highlight different tissue types and abnormalities. Magnetic field gradients

vary the magnetic field across the patient’s body. These gradients enable spatial

encoding, allowing the MRI scanner to localize the signal from different body areas.

By adjusting the gradients, images can be acquired in various planes (axial, sagittal,

coronal) and at different resolutions.

In 1983, Ljunggren and Twieg introduced the k-space formalism, which proved

invaluable in unifying different MR imaging techniques [85]. They showed that the

demodulated MR signal S(t) generated by the interaction between an ensemble of

freely precessing nuclear spins in the presence of a linear magnetic field gradient G
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and a receiver-coil equals the Fourier transform of the effective spin density, ρ(~x).

Fundamentally, the signal is derived from Faraday’s law of induction [86]:

S(t) = ρ̃eff

(
~k(t)

)
=

∫
∞

−∞

d~xρ(~x) · e2πi~k(t)·~x, (2.14)

where:

~k(t) =

∫ t

0

~G(τ)dτ . (2.15)

In other words, as time progresses the signal traces out a trajectory in k-space

with the velocity vector of the trajectory proportional to the vector of the applied

magnetic field gradient. By the term effective spin density we mean the true spin

density ρ(~x) corrected for the effects of T1 preparation, T2 decay, dephasing due to

field inhomogeneity, flow, diffusion, etc., and any other phenomena that affect that

amount of transverse magnetization available to induce a signal in the RF probe or

its phase concerning the receiving coil’s electromagnetic field. From the basic k-space

formula, it follows immediately that we reconstruct an image I(~x) by taking the

inverse Fourier transform of the sampled data [87]:

I(~x) =

∫
∞

−∞

d~kS
(
~k(t)

)
· e−2π~k(t)·~x . (2.16)

Using the k-space formalism, several seemingly complex ideas became simple. For

example, it becomes very easy (for physicists, in particular) to understand the role of

phase encoding (the so-called spin-warp method). In a standard spin echo or gradient

echo scan, where the readout (or view) gradient is constant (e.g., G), a single k-space

line is scanned per RF excitation. When the phase encoding gradient is zero, the line

scanned is the kx axis. When a non-zero phase-encoding pulse is added in between

the RF excitation and the commencement of the readout gradient, this line moves up

or down in k-space, i.e., indicating that we are scanning the line ky = constant [88].

The importance of the center of k-space in determining image contrast can be

exploited in more advanced imaging techniques. One such technique is spiral acqui-

sition, where a rotating magnetic field gradient is applied, causing the trajectory in
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k-space to spiral out from the center to the edge. Due to T2 and T ∗
2 decay, the signal

is greatest at the start of the acquisition; hence, acquiring the center of k-space first

improves contrast to noise ratio (CNR) compared to conventional zig-zag acquisitions,

especially in rapid movement. Since ~x and ~k are conjugate variables (concerning the

Fourier transform) we can use the Nyquist theorem to show that a step in k-space

determines the field of view of the image (the maximum frequency that is correctly

sampled) and the maximum value of k sampled determines the resolution; i.e. [89]:

FOV (Field of V iew) ∝ 1

∆k
, Resolution ∝ |kmax| . (2.17)

While MRI is an invaluable tool in modern diagnostics, it presents several chal-

lenges, particularly in terms of image interpretation and variability in tissue quality.

Deep learning techniques have become increasingly important in addressing these

issues, improving image quality, and automating image analysis. MRI images are

rich in detail, but their interpretation can be difficult due to the variability in tissue

quality and subtle differences between healthy and diseased tissue. This complexity

can lead to differences in diagnosis between radiologists, particularly in difficult cases

such as small tumors or early-stage disease. Deep learning models, especially CNNs,

have addressed this variability by providing automated and consistent segmentation

and classification of MRI images [90]. These models can learn from large datasets

of labeled images to identify patterns that might not be obvious to the human eye,

improving diagnostic accuracy. Deep learning has revolutionized MRI analysis by

automating the interpretation of complex images, improving segmentation accuracy,

and enhancing image quality. Noise reduction, super-resolution imaging, and artifact

removal techniques driven by AI have all contributed to making MRI a more efficient

and accurate diagnostic tool. As the technology continues to evolve, the role of AI in

MRI is expected to grow, further improving diagnostic outcomes and patient care [91].
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2.5 Deep learning (DL) techniques

Over the past decade, DL has transformed the field of medical imaging, offering un-

paralleled accuracy in diagnosing diseases by automatically analyzing complex med-

ical images. With its ability to handle large amounts of data and extract intricate

features, deep learning has made significant strides in addressing some of the long-

standing challenges in medical diagnostics, such as segmentation, classification, and

anomaly detection [92].

2.5.1 Objective of DL in medical imaging

The primary objective of deep learning in medical imaging is to enhance the diagnostic

process by automating the analysis of medical images. Traditionally, medical imaging

interpretation has relied on the expertise of radiologists, who must manually examine

and interpret the images. This process is time-consuming, subject to inter-observer

variability, and prone to error, especially when dealing with subtle abnormalities [93].

Deep learning, particularly convolutional neural networks, has revolutionized this

area by automating tasks such as identifying tumors, segmenting organs, and classi-

fying diseases. These models can learn from vast datasets of labeled medical images,

enabling them to generalize and perform tasks with high accuracy across various

medical conditions.

2.5.2 Applications of DL in medical imaging

Deep learning has been successfully applied across multiple imaging modalities, in-

cluding X-ray, CT, MRI, ultrasound, and histopathology images. Below are some key

applications where CNNs and other deep learning architectures have been effectively

used in medical diagnostics:

• Segmentation [94]: Image segmentation is a critical task in medical imaging

where the goal is to delineate anatomical structures, lesions, or tumors. Accu-

rate segmentation is essential for diagnosis, treatment planning, and monitoring
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of disease progression. Deep learning techniques, particularly the U-Net archi-

tecture, have been highly successful in medical image segmentation. The U-Net,

with its encoder-decoder structure, is designed to capture high-level semantic

information and fine-grained details of the input image. This makes it ideal

for tasks like segmenting organs, tumors, and blood vessels from CT and MRI

scans. In one of our studies, we applied the U-Net architecture to segment

kidneys from CT scans of Mexican patients. The model’s performance was

evaluated based on the Hounsfield Unit similarity coefficient and organs inter-

section over union (IoU) from CT scans, achieving high accuracy in delineating

the kidneys’ boundaries. This segmentation task was crucial for the subsequent

classification and analysis of kidney pathologies.

• Classification [95]: Medical image classification is another significant applica-

tion of deep learning. CNNs, with their hierarchical structure, can automatically

learn features from raw image data, making them well-suited for classification.

These networks can differentiate between various classes of diseases, such as dis-

tinguishing between benign and malignant tumors or identifying different stages

of disease progression. In this research, a classification model was developed and

used a pre-trained CNNs such as ResNet50 and VGG16 as feature extractors.

These networks were fine-tuned using transfer learning, allowing them to lever-

age knowledge from large image datasets while adapting to the specific features

of the medical images in my dataset. The classification system was applied to

detect kidney abnormalities in CT scans, achieving promising accuracy, sensitiv-

ity, and specificity results. By using CNN-based feature extraction followed by

advanced machine learning classifiers such as support vector machines (SVM),

the model demonstrated robustness in identifying the presence of abnormalities.

• Anomaly detection [96]: Anomaly detection involves identifying rare and un-

usual patterns in medical images, which may indicate disease. In many medical

datasets, abnormal cases (e.g., cancerous lesions) are relatively rare compared

to normal cases, making this a challenging problem. Autoencoders and gen-
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erative adversarial networks (GANs) are often used for anomaly detection, as

they can learn to represent the normal data distribution and flag deviations

as anomalies. A deep learning model was developed and utilized a variational

autoencoder (VAE) for detecting kidney abnormalities from CT images. The

model was trained on a large dataset of normal kidney images and evaluated

on images containing abnormalities. The model successfully identified anoma-

lous regions by comparing the original image with its reconstructed version,

highlighting areas that deviated from the learned normal patterns.

2.5.3 Key DL techniques and approaches

Several deep learning techniques and methodologies have been instrumental in im-

proving medical image analysis. These techniques focus on image preprocessing, fea-

ture extraction, and classification, forming a complete pipeline for disease diagnosis.

a) Preprocessing: Medical images often contain noise, artifacts, and variability

in contrast that can hinder deep learning models’ performance. Effective pre-

processing techniques are essential to enhance image quality and ensure that rel-

evant features are highlighted. In our research, we applied several preprocessing

techniques to CT and MRI images, including noise reduction: Gaussian filtering

and median filtering were used to remove noise and improve the clarity of the

images. Contrast enhancement: Techniques such as histogram equalization and

adaptive contrast enhancement were applied to improve image contrast, making

abnormalities more visible. Normalization: Image pixel values were normalized

to ensure consistent input data for the deep learning model, reducing variability

due to lighting or acquisition conditions. Preprocessing was a crucial step in

my kidney segmentation project, where removing noise and enhancing contrast

led to improved model performance in detecting kidney structures.

b) Feature extraction: Feature extraction is one of the core strengths of deep

learning models. CNNs, in particular, are adept at automatically learning hi-

erarchical feature representations from raw image data. In this research, sev-
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eral pre-trained CNNs were used such as ResNet50, VGG16, MobileNet, Incep-

tionV3, and others as feature extractors for medical images. These networks,

trained on large datasets like ImageNet, were fine-tuned using transfer learning

to adapt to the specific characteristics of medical images. The convolutional

layers of these networks act as filters, detecting edges, textures, and more com-

plex structures as the network goes deeper. For example, in kidney CT scans,

the CNNs automatically learn to detect the kidney’s shape, size, and texture,

which are crucial for identifying abnormalities. The extracted features were

then passed to a classification system for the final diagnostic decision.

c) Classification algorithms: After feature extraction, the next step is clas-

sification, where the goal is to assign the image to a specific category (e.g.,

normal or abnormal). In our research, we experimented with various classifiers,

including Support vector machines (SVM): This algorithm is highly effective

for binary classification tasks and was used to classify CT images of kidneys

into normal or abnormal categories. Random forests: This ensemble learning

method was applied in some of my studies to classify images based on the fea-

tures extracted from CNNs. Random forests are robust enough to overfit and

work well with high-dimensional data. Fully connected layers: In some cases,

we used fully connected layers directly on top of the CNN feature extractor for

end-to-end classification. These layers output a probability distribution over

possible classes, allowing multi-class classification tasks.

2.5.4 Challenges in DL for medical imaging

Despite the significant advancements made possible by deep learning, several chal-

lenges remain. Medical image datasets are often limited in size due to privacy concerns

and the high cost of acquiring labeled data. Data augmentation and synthetic data

generation are often used to mitigate this issue, but the lack of diverse data can still

impact the generalizability of deep learning models. Furthermore, the interpretability

of deep learning models is another critical challenge. CNNs, while highly effective,
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often function as "black boxes," making it difficult to understand how they arrive at

specific conclusions. AS such, developing explainable AI (XAI) methods remains a

priority in medical AI research [97].

2.5.5 Transfer learning in medical imaging

Transfer learning has become a powerful technique in the field of deep learning, par-

ticularly in medical imaging, where labeled datasets are often limited, and compu-

tational resources are constrained [98]. By leveraging pre-trained models, transfer

learning enables adapting deep learning models trained on large, general datasets

to specific medical imaging tasks. This approach significantly enhances segmenta-

tion, classification, and anomaly detection performance. In traditional deep learning

models, training a network from scratch requires large amounts of labeled data to

learn the optimal feature representations. However, medical imaging datasets are

often small and specialized, making it difficult to train deep-learning models without

overfitting. Transfer learning mitigates this problem by using models pre-trained on

large, general datasets (e.g., ImageNet) and adapting them to the medical imaging

domain [99]. This approach allows deep learning models to "transfer" the knowledge

acquired from solving a general task to a more specific one, significantly improving

performance and reducing training time (see Figure 2.14).

Figure 2.14: Several models use the convolutional layers of pre-trained networks to
obtain a characteristic vector of the images in DL projects.

Pre-trained networks such as ResNet, VGG, Inception, and DenseNet have been
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widely used in medical imaging tasks [100]. These networks are initially trained on

massive datasets containing millions of labeled images across thousands of categories.

The initial layers of these models learn low-level features, such as edges, textures, and

gradients, while the deeper layers capture more complex and abstract representations.

These pre-trained networks can be fine-tuned for specific tasks, making them highly

effective for medical image analysis, where feature extraction is critical.

2.5.6 Benefits of transfer learning in medical imaging

Transfer learning provides several key advantages in the field of medical imaging [101]:

1. Improved feature extraction: The pre-trained convolutional layers of deep net-

works, such as those found in ResNet and VGG, have already learned to detect

general visual features. By fine-tuning these layers for specific medical imaging

tasks, the model can extract relevant features from medical images without ex-

tensive retraining. This is particularly useful when working with small medical

datasets, where the model’s ability to learn features from scratch is limited.

2. Faster training and convergence: Training deep learning models from scratch

can be computationally expensive and time-consuming, especially when dealing

with high-resolution medical images. Transfer learning reduces training time

by allowing the network to start with pre-trained weights rather than random

initialization. This means the model can converge faster and perform better

with fewer training iterations.

3. Overcoming limited data: Medical imaging datasets are often limited due to pri-

vacy concerns and the difficulty of labeling images. Transfer learning addresses

this issue by enabling models to learn from a small dataset while retaining the

generalization ability. Pre-trained networks already possess a wealth of learned

knowledge from large datasets like ImageNet, which helps them perform well

even on small medical datasets.

While transfer learning has proven highly effective in medical imaging, challenges
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still need to be addressed. One major issue is the domain shift between natural

images (such as those in ImageNet [102]) and medical images. Medical images are

often grayscale, have different spatial structures, and may contain more subtle features

than natural images. This domain shift can limit the effectiveness of transfer learning,

as the pre-trained model’s features may not fully capture the nuances of medical

images [103].

Moreover, while transfer learning reduces the need for large amounts of labeled

data, fine-tuning still requires careful selection of which layers to freeze or adjust.

Overfitting can occur if the pre-trained model is too rigid or fine-tuned too aggressively

on a small dataset. Careful experimentation is needed to strike the right balance

between transfer learning and overfitting.

2.6 Supervised learning

Supervised learning is a type of machine learning where a model is trained using

labeled data, meaning each input is paired with the correct output. The goal is for

the model to learn the mapping from inputs to outputs to predict the output for

new, unseen data accurately. Key components are: labeled data, training process

and prediction [104]. In supervised learning, the dataset consists of input-output

pairs. The input (features) is the data we want to analyze, and the output (label) is

the correct answer or category that corresponds to the input. The model learns by

analyzing the input and the labeled output relationships. During training, the model

makes predictions and compares them to the true labels. Based on the difference

(error) between the prediction and the actual label, the model adjusts its parameters

to improve accuracy. Once trained, the model can make predictions on new, unseen

data. Since the training data includes the correct answers, the model generalizes

from the examples to make informed predictions on similar data. There are types

of supervised learning such as classification and regression. In medical diagnostics,

supervised learning can classify images of organs or tissues as healthy or diseased

based on labeled examples provided by radiologists. For example, a model trained on
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CT scans of lungs labeled as cancerous or non-cancerous could learn to detect lung

cancer in new patients’ scans [105].

Suppose we have a Biomedical dataset, we can learn to predict the pathologies

using this one for making predictions. To establish notation for future use, we will

use x(i) to denote the input variables (pathologies in this example), also called input

features, and y(i) to denote the output or target variable that we are trying to predict.

A pair
(
x(i), y(i)

)
is called a training example, and the dataset that we will use to learn,

a list of n training examples,
{
(x(i), y(i)); i = 1, ..., n

}
is called a training set. Note

that the superscript (i) in the notation is simply an index into the training set, and

has nothing to do with exponentiation. We will also use χ to denote the space of

input values and Y to the space of output values. In this example, χ = Y = <. To

describe the supervised learning problem slightly more formally, our goal is, given a

training set, to learn a function h : χ → Y so that h(x) is a good predictor for the

corresponding value of y. For historical reasons, this function h is called a hypothesis.

The process is, therefore, seen pictorially like this (Figure 2.15). When the target

variable that we are trying to predict is continuous, such as in our biomedical dataset

example, we call the learning problem a regression problem. When y can take on only

a small number of discrete values, we term it a classification problem.

Figure 2.15: Process to obtain the prediction of the dataset.
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2.6.1 Linear regression

To make our Biomedical dataset example more interesting, let us consider a slightly

richer dataset in which we also know some special features in the pathologies. Hence,

the x’s are two-dimensional vectors in <2. For instance, x
(i)
1 is the pathology of the i-th

pathology in the training set, and x
(i)
2 is its special feature. In general, when designing

a learning problem, it will be up to the user to decide what features to choose. To

perform supervised learning, we must decide how to represent functions/hypotheses

h in a computer. As an initial choice, let us say we decide to approximate y as a

linear function of x [106]:

hθ(x) = θ0 + θ1x1 + θ2x2, (2.18)

here, the θi’s are the parameters (also called weights) that parameterize the space

of linear functions mapping from χ to Y . When there is no risk of confusion, we

will drop the θ subscript in hθ(x), and write it more simply as h(x). To simplify

our notation, we also introduce the convention of letting x0 = 1 (this is the intercept

term), so that:

h(x) =
d∑

i=0

θixi = θTx, (2.19)

where on the right-hand side above we view θ and x both as vectors, and here, d

is the number of input variables (not counting x0). Given a training set, how do we

pick or learn the parameters θ? One reasonable method seems to make h(x) close to

y, at least for our training examples. To formalize this, we will define a function that

measures, for each value of the θ’s how close the h
(
x(i)
)
’s are to the corresponding

y(i)’s. We define the cost function [107]:

J(θ) =
1

2

n∑

i=1

(
hθ(x

(i))− y(i)
)2

. (2.20)

This is familiar; the least-squares cost function seems to give rise to the ordinary

least-squares regression model.
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2.6.2 Least-mean squares (LMS) algorithm

We want to choose θ to minimize J(θ). To do so, let us use a search algorithm that

starts with some initial guess for θ, and that repeatedly changes θ to make J(θ)

smaller until, hopefully, we converge to a value of θ that minimizes J(θ). Specifically,

let us consider the gradient descent algorithm, which starts with some initial θ, and

repeatedly performs the update [108]:

θj := θj − α
∂

∂θj
J(θ), (2.21)

here, α is called the learning rate. This is a very natural algorithm that repeat-

edly takes a step in the direction of the steepest decrease of J . To implement this

algorithm, we must determine the partial derivative term on the right-hand side. Let

uss first work it out for the case of if we have only one training example (x, y) so that

we can neglect the sum in the definition of J . We have:

∂

∂θj
J(θ) =

∂

∂θj

1

2
(hθ(x)− y)2 ,

= 2 · 1
2
(hθ(x)− y) · ∂

∂θj
(hθ(x)− y) ,

= (hθ(x)− y) · ∂

∂θj

(
d∑

i=0

θixi − y

)
,

= (hθ(x)− y) xj .

(2.22)

This gives the update rule for a single training example: We use the notation

a := b to denote an operation (in a computer program) in which we set the value of

a variable a to be equal to the value of b. In other words, this operation overwrites

a with the value of b. In contrast, we will write "a = b" when we are asserting a

statement of fact, that the value of a is equal to the value of b.

θj := θj + α
(
y(i) − hθ(x

(i))
)
x
(i)
j . (2.23)

The rule is called the LMS update rule and is also known as the Widrow-Hoff
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learning rule [109]. This rule has several properties that seem natural and intuitive.

For instance, the magnitude of the update is proportional to the error term (y(i) −
hθ(x

(i))); thus, for instance, if we are encountering a training example on which our

prediction nearly matches the actual value of y(i), then we find that there is little need

to change the parameters; in contrast, a larger change to the parameters will be made

if our prediction hθ(x
(i)) has a large error (i.e. if it is very far from y(i)). We would

have derived the LMS rule for when there was only a single training example. There

are two ways to modify this method for a training set of more than one example. The

first is to replace it with the following algorithm:

Repeat until convergence {

θj := θj + α
n∑

i=1

(
y(i) − hθ(x

(i))
)
x
(i)
j , (for every j), (2.24)

}

By grouping the updates of the coordinates into an update of the vector θ, we can

rewrite the update Equation (2.24) in a slightly shorter way:

θ := θ + α

n∑

i=1

(
y(i) − hθ(x

(i))
)
x(i) . (2.25)

The quantity in the summation in Equation (2.25) is just the Equation (2.22) (for

the original definition of J). So, this is simply a gradient descent on the original cost

function J . This method looks at every example in the entire training set on every

step and is called batch gradient descent. Note that while gradient descent can be

susceptible to local minima in general, the optimization problem we have posed here

for linear regression has only one global, and no other local optima. Thus, gradient

descent always converges (assuming the learning rate α is not too large) to the global

minimum. Indeed, J is a convex quadratic function. Figure 2.16 shows an example

of gradient descent as it is run to minimize a quadratic function [110].

The ellipses shown above are the contours of a quadratic function. Also shown

is the trajectory taken by gradient descent, which was initialized at (48, 30). The

x’s in the figure (joined by straight lines) mark the successive values of θ that the



CHAPTER 2. LITERATURE REVIEW 46

Figure 2.16: Gradient descent.

gradient descent went through. Gradient descent gives one way of minimizing J . Let

us discuss a second way. This time the minimization is performed explicitly without

an iterative algorithm. In this method, we will minimize J by explicitly taking its

derivatives for the θj’s and setting them to zero. To enable us to do this without

having to write reams of algebra and pages full of matrices of derivatives, let us

introduce some notation for doing calculus with matrices.

2.6.3 Matrix derivatives

For a function f : <n×d → < mapping from n by d matrices to the real numbers, we

define the derivative of f concerning A to be [111]:

∇Af(A) =




∂f
∂A11

· · · ∂f
∂A1d

...
. . .

...

∂f
∂An1

· · · ∂f
∂A1n


 , (2.26)

Thus, the gradient ∇Af(A) is an n by d matrix, whose (i, j)-element is ∂f/∂Aij.
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For example, suppose A =


A11 A12

A21 A22


 , is a 2 by 2 matrix, and the function f :

<2×2 → < is given by:

f(A) =
3

2
A11 + 5A2

12 + A21A22, (2.27)

here, Aij denotes the (i, j) entry of the matrix A. We then have:

∇Af(A) =




3
2

10A12

A22 A21


 . (2.28)

Armed with the tools of matrix derivatives, let us now proceed to find in closed

form value of θ that minimizes J(θ). We begin by re-writing J in matrix-vectorial

notation. Given a training set, define the design matrix X to be the n by d matrix

(actually n-by-d +1, if we include the intercept term) that contains the training

examples’ input values in its rows [112]:

X =




−(x(1))T−
−(x(2))T−

...

−(x(n))T−



. (2.29)

Also, let ~y be the n-dimensional vector containing all the target values from the

training set:

~y =




y(1)

y(2)

...

y(n)



, (2.30)

now, since hθ(x
(i)) = (x(i))T θ, we can easily verify that:
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Xθ − ~y =




(x(1))T θ
...

(x(n))T θ


−




y(1)

...

y(n)


 ,

=




hθ(x
(1))− y(1)

...

hθ(x
(n))− y(n)


 .

(2.31)

Thus, using the fact that for a vector z, we have that zT z =
∑

i z
2
i :

1

2
(Xθ − ~y)T (Xθ − ~y) =

1

2

n∑

i=1

(hθ(x
(i))− y(i))2,

= J(θ) .

(2.32)

Finally, to minimize J , let us find its derivatives concerning θ. Hence:

∇θJ(θ) = ∇θ
1

2
(Xθ − ~y)T (Xθ − ~y),

=
1

2
∇θ

(
(Xθ)TXθ − (Xθ)T~y − ~yT (Xθ) + ~yT~y

)
,

=
1

2
∇θ

(
θT (XTX)θ − ~yT (Xθ)− ~yT (Xθ)

)
,

=
1

2
∇θ(θ

T (XTX)θ − 2(XT~y)θ),

=
1

2
(2XTXθ − 2XT~y),

= XTXθ −XT~y .

(2.33)

In the third step, we used the fact that aT b = bTa, and in the fifth step we used

the facts ∇xb
Tx = b and ∇xx

TAx = 2Ax for symmetric matrix A. To minimize J ,

we set its derivatives to zero and obtain the normal equations:

XTXθ = XT~y . (2.34)
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Thus, the value of θ that minimizes J(θ) is given in closed form by the equation:

θ = (XTX)−1XT~y . (2.35)

2.6.4 Probabilistic interpretation

When faced with a regression problem, why might linear regression, and specifically

why might the least-squares cost function J , be a reasonable choice? In this section,

we will give a set of probabilistic assumptions, under which least-squares regression

is derived as a very natural algorithm. Let us assume that the target variables and

the inputs are related via the equation [113]:

y(i) = θTx(i) + ε(i), (2.36)

where ε(i) is an error term that captures either unmodeled effects (such as if some

features are pertinent to predict, but that we had left out of the regression) or random

noise. Let us further assume that the ε(i) are distributed IID (independently and

identically distributed) according to a Gaussian distribution (also called a Normal

distribution) with mean zero and some variance σ2. We can write this assumption as

ε(i) ∼ ℵ(0, σ2). In other words, the density is given by:

p
(
ε(i)
)
=

1√
2πσ

exp

(
−(e(i))2

2σ2

)
, (2.37)

this implies that [114]:

p(y(i)|x(i); θ) =
1√
2πσ

exp

(
−(y(i) − θTx(i))2

2σ2

)
. (2.38)

The notation p(y(i)|x(i); θ) indicates that this is the distribution of y(i) given x(i)

and parameterized by θ. Note that we should not condition on p(y(i)|x(i), θ), since θ

is not a random variable. We can also write the distribution of y(i) as y(i)|x(i); θ ∼
ℵ(θTx(i), σ2). Given X (the design matrix, which contains all the x(i)’s) and θ, what

is the distribution of the y(i)’s? The probability of the data is given by p(~y|X; θ).
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This quantity is typically viewed as a function of ~y (and perhaps X) for a fixed value

of θ when we wish to view this as a function of θ explicitly, we will instead call it the

likelihood function:

L(θ) = L(θ;X; ~y) = p(~y|X; θ) . (2.39)

Note that by the independence assumption on the ε(i)’s (and hence also the y(i)’s

given the x(i)’s), this can also be written:

L(θ) =
n∏

i=1

p(y(i)|x(i); θ),

=
n∏

i=1

1√
2πσ

exp

(
−(y(i) − θTx(i))2

2σ2

)
.

(2.40)

Now, given this probabilistic model relating the y(i)’s and the x(i)’s, what is a

reasonable way of choosing our best guess of the parameters θ? maximum likelihood

principle says that we should choose θ to make the data as high probability as possible,

i.e., we should choose θ to maximize L(θ).

Instead of maximizing L(θ), we can also maximize any strictly increasing function

of it. In particular, the derivations will be a bit simpler if we instead maximize the

log-likelihood l(θ) [115]:

l(θ) = logL(θ),

= log
n∏

i=1

1√
2πσ

exp

(
−(y(i) − θTx(i))2

2σ2

)
,

=
n∑

i=1

log
1√
2πσ

exp

(
−(y(i) − θTx(i))2

2σ2

)
,

= n log
1√
2πσ

− 1

σ2
· 1
2

n∑

i=1

(y(i) − θTx(i))2,

(2.41)

hence, maximizing l(θ) gives the same answer as minimizing:
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1

2

n∑

i=1

(y(i) − θTx(i))2 . (2.42)

Which we recognize to be J(θ), our original least-squares cost function. Under the

previous probabilistic assumptions on the data, least-squares regression corresponds

to finding the maximum likelihood estimate of θ. Thus, this is one set of assumptions

under which least-squares regression can be justified as a natural method that only

estimates maximum likelihood. Note, however, that the probabilistic assumptions are

by no means necessary for least-squares to be a perfectly good and rational procedure,

and there may be, and indeed there are other natural assumptions that can also be

used to justify it.

2.7 Classification and logistic regression

Let us now talk about the classification problem. This is just like the regression

problem, except that the values y we now want to predict take on only a small

number of discrete values. For now, we will focus on the binary classification problem

in which y can take on only two values, 0 and 1. For instance, if we are trying to

build a spam classifier for email, then x(i) may be some features of a piece of email,

and y may be 1 if it is a piece of spam mail, and 0 otherwise. 0 is also called the

negative class, and 1 the positive class, and they are sometimes also denoted by the

symbols "−" and "+". Given x(i), the corresponding y(i) is also called the label for

the training example.

2.7.1 Logistic regression

We could approach the classification problem by ignoring that y is discrete-valued,

and using our old linear regression algorithm to predict y given x. However, it is easy

to construct examples where this method performs poorly. Intuitively, it also does

not make sense for hθ(x) to take values larger than 1 or smaller than 0 when we know

that y ∈ {0, 1}. To fix this, let us change the form for our hypotheses hθ(x). We will
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choose [116]:

hθ(x) = g
(
θTx

)
=

1

1 + e−θT x
, (2.43)

where:

g(z) =
1

1 + e−z
. (2.44)

Equation 2.44 is c called the logistic function or the sigmoid function [117]. Here

is a plot showing g(z) in Figure 2.17. Notice that g(z) tends towards 1 as z → ∞,

and g(z), and hence also h(x) is always bounded between 0 and 1. As before, we are

keeping the convention of letting x0 = 1, so that θTx = θ0 +
∑d

j=1 θjxj.

For now, let us take the choice of g as given. Other functions that smoothly

increase from 0 to 1 can also be used, but the choice of the logistic function is fairly

natural. Before moving on, here is a useful property of the derivative of the sigmoid

function, which we write as g′:

g′(z) =
d

dz

1

1 + e−z
,

=
1

(1 + e−z)2
(
e−z
)
,

=
1

1 + e−z
·
(
1− 1

1 + e−z

)
,

= g(z)(1− g(z)) .

(2.45)

So, given the logistic regression model, how do we fit θ for it? Following how we saw

least squares regression could be derived as the maximum likelihood estimator under

a set of assumptions, let us endow our classification model with a set of probabilistic

assumptions, and then fit the parameters via maximum likelihood.

Let us assume that:
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Figure 2.17: Graph of g(z): sigmoid function.

P (y = 1|x; θ) = hθ(x),

P (y = 0|x; θ) = 1− hθ(x),
(2.46)

note that this can be written more compactly as:

p(y|x; θ) = (hθ(x)
y(1− hθ(x))

1−y . (2.47)

Assuming that the n training examples were generated independently, we can then

write down the likelihood of the parameters as:

L(θ) = p(~y|X; θ),

=
n∏

i=1

p(y(i)|x(i); θ),

=
n∏

i=1

(
hθ(x

(i))
)y(i) (

1− hθ(x
(i))
)1−y(i)

,

(2.48)
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as before, it will be easier to maximize the log-likelihood:

l(θ) = logL(θ) =
n∑

i=1

y(i) log h(x(i)) + (1− y(i)) log(1− h(x(i))) . (2.49)

How do we maximize the likelihood? Similar to our derivation in the case of

linear regression, we can use gradient ascent. In vectorial notation, our updates will

be given by θ := θ + α∇θl(θ). Note the positive rather than negative sign in the

update formula, since we are now maximizing, rather than minimizing a function.

Let us start by working with just one training example (x, y) and take derivatives to

derive the stochastic gradient ascent rule:

∂

∂θj
l(θ) =

(
y

1

g(θTx)
− (1− y)

1

1− g(θTx)

)
∂

∂θj
g(θTx),

=

(
y

1

g(θTx)
− (1− y)

1

1− g(θTx)

)
g(θTx)(1− g(θTx))

∂

∂θj
θTx,

= (y(1− g(θTx))− (1− y)g(θTx))xj,

= (y − hθ(x))xj .

(2.50)

Above, we used the fact of the Equation 2.45. This therefore gives us the stochastic

gradient ascent rule:

θj := θj + α(y(i) − hθ(x
(i)))x

(i)
j . (2.51)

If we compare this to the LMS update rule, we see that it looks identical; but this

is not the same algorithm, because hθ(x
(i)) is now defined as a non-linear function of

θTx(i). Nonetheless, it is surprising that we end up with the same update rule for a

rather different algorithm and learning problem.
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2.7.2 The perceptron learning algorithm

We now digress to talk briefly about an algorithm of some historical interest, which

we will also return to later when we talk about learning theory. Consider modifying

the logistic regression method to "force" it to output values that are either 0 or 1. To

do so, it seems natural to change the definition of g to be the threshold function [118]:

g(z) =





1, if z ≥ 0

0, if z < 0

, (2.52)

if we then let hθ = g(θTx) as before but use this modified definition of g, and if

we use the update rule:

θj := θj + α(y(i) − hθ(x
(i)))x

(i)
j . (2.53)

Then we have the perceptron learning algorithm. In the 1960s, this "perceptron"

was argued to be a rough model for how individual neurons in the brain work. Note

however that even though the perceptron may be cosmetically similar to the other

algorithms we talked about, it is a very different type of algorithm than logistic

regression and least squares linear regression; in particular, it is difficult to endow the

perceptron’s predictions with meaningful probabilistic interpretations or derive the

perceptron as a maximum likelihood estimation algorithm.

2.8 Neural networks

Neural networks refer to a broad type of non-linear models/parametrizations h̄θ(x)

that involve combinations of matrix multiplications and other entrywise non-linear

operations. To have a unified treatment for regression and classification problems,

here we consider h̄θ(x) as the neural network output [119]. For the regression problem,

the final prediction hθ(x) = h̄θ(x), and for the classification problem, h̄θ(x) is the

logits and the predicted probability will be hθ(x) = 1/(1 + exp(−h̄θ(x))) for binary

classification or hθ(x) = softmax(h̄θ(x)) for multi-class classification. We will start
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small and slowly build up a neural network, step by step.

2.8.1 A neural networks with a single neuron

Let us propose a housing price prediction problem: given the house’s size, we want

to predict the price. We will use it as a running example. Figure 2.18 shows a graph

of size versus housing price. If we fit a straight line to the graph we can observe the

trend. Now, instead of fitting a straight line, we wish to prevent negative housing

prices by setting the absolute minimum price as zero. This produces a "kink" in

the graph. How do we represent such a function with a single kink as h̄θ(x) with

an unknown parameter? We define a parameterized function hθ(x) with input x,

parameterized by θ, which outputs house y’s price. Formally, h̄θ : x → y.

Figure 2.18: Housing prices with a "kink" in the graph.

Perhaps one of the simplest parametrizations would be [120]:

h̄θ(x) = max(ωx+ b, 0), where θ = (ω, b) ∈ <2, (2.54)

here, h̄θ(x) returns a single value: (ωx + b) or zero, whichever is greater. In the
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context of neural networks, the function max{t, 0} is called a ReLU (pronounced "ray-

lu"), or rectified linear unit, and often denoted by ReLU(t) = max{t, 0}. Generally, a

one-dimensional non-linear function that maps < to <, such as ReLU, is often referred

to as an activation function. The model h̄θ(x) is said to have a single neuron partly

because it has a single non-linear activation function. When the input x ∈ <d has

multiple dimensions, a neural network with a single neuron can be written as:

h̄θ(x) = ReLU(ω>x+ b) where ω ∈ <d, b ∈ <, and θ = (ω, b) . (2.55)

The term b is often referred to as the bias, and the vector ω is referred to as the

weight vector. Such a neural network has a 1 layer. A more complex neural network

may take the single neuron described above and "stack" them together such that one

neuron passes its output as input into the next neuron, resulting in a more complex

function. Let us now deepen the housing prediction example. In addition to the size

of the house, suppose that you know the number of bedrooms, the zip code, and the

wealth of the neighborhood. Building neural networks is analogous to Lego bricks:

you take individual bricks together to build complex structures. The same applies

to neural networks: we stack individual neurons together to create complex neural

networks. Given these features (size, number of bedrooms, zip code, and wealth), we

might then decide that the price of the house depends on the maximum family size it

can accommodate. Suppose the family size is a function of the size of the house and

the number of bedrooms (see Figure 2.19).

The zip code may provide additional information such as how walkable the neigh-

borhood is (e.g., can you walk to the grocery store or do you need to drive every-

where?). Combining the zip code with the wealth of the neighborhood may predict

the quality of the local elementary school. Given these three derived features (family

size, walkability, and school quality), we may conclude that the price of the home

ultimately depends on these three features.

Formally, the input to a neural network is a set of input features x1, x2, x3, x4. We
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Figure 2.19: Diagram of a small neural network for predicting housing prices.

denote the intermediate variables for "family size", "walkable", and "school quality"

by a1, a2, a3 (these ai’s are often referred to as "hidden units" or "hidden neurons").

We represent each of the ai’s as a neural network with a single neuron with a subset

of x1, ..., x4 as inputs. Then, as in Figure 2.18, we will have the parameterization:

a1 = ReLU(θ1x1 + θ2x2 + θ3), (2.56)

a2 = ReLU(θ4x3 + θ5), (2.57)

a3 = ReLu(θ6x3 + θ7x4 + θ8), (2.58)

where (θ1, ..., θ8) are parameters. Now we represent the final output hθ(x) as

another linear function with a1, a2, a3 as inputs, and we get (Typically, for multi-layer

neural network, at the end, near the output, we do not apply ReLU, especially when

the output is not necessarily a positive number):

h̄θ(x) = θ9a1 + θ10a2 + θ11a3 + θ12, (2.59)

where θ contains all the parameters (θ1, ..., θ12). Now we represent the output as

a quite complex function of x with parameters θ.
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2.8.2 Inspiration from biological neural networks

As the name suggests, biological neural networks inspired artificial. The hidden units

a1, ..., am correspond to the neurons in a biological neural network, and the parameters

θi’s correspond to the synapses. However, it is unclear how similar the modern deep

artificial neural networks are to the biological ones. For example, perhaps not many

neuroscientists think biological neural networks could have 1000 layers, while some

modern artificial neural networks do. Moreover, it is an open question whether human

brains update their neural networks in a way similar to how computer scientists learn

artificial neural networks [121]. In Figure 2.20, we can observe: (a) It consists of a

cell body (soma), a branching tree or dendrites, and an axon. The input information

channel is the dendrites, the processor is the body or soma and the axon represents

the output channel. The connection between them is given by the synapse electrically

and chemically. (b) Where xn represents input signals, ωin synaptic weights,
∑

is the

summing junction (bias) followed by the activation function, and yi is the output.

Figure 2.20: Comparison between a biological neuron (a) and an artificial neuron
(b).
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2.8.3 Two-layer fully-connected neural networks

We have constructed the neural network in Equation 2.59 using a significant amount of

prior knowledge/belief about how the "family size", "walkable", and "school quality"

are determined by the inputs. We implicitly assumed that we know the family size

is an important quantity to look at and it can be determined by only the "size" and

"# bedrooms". Such prior knowledge might not be available for other applications.

It would be more flexible and general to have a generic parameterization. A simple

way would be to write the intermediate variable a1 as a function of all x1, ..., x4:

a1 = ReLU(ω>

1 x+ b1), where ω1 ∈ <4 and b1 ∈ <, (2.60)

a2 = ReLU(ω>

2 x+ b2), where ω2 ∈ <4 and b2 ∈ <, (2.61)

a3 = ReLu(ω>

3 x+ b3), where ω3 ∈ <4 and b3 ∈ < . (2.62)

We still define h̄θ(x) using Equation 2.59 with a1, a2, a3 defined as above. Thus we

have a so-called fully connected neural network because all the intermediate variables

ai’s depend on all the inputs xi’s. For full generality, a two-layer fully-connected

neural network with m hidden units and d dimensional input x ∈ <d is defined

as [122]:

∀j ∈ [1, ...,m], zj = ω
[1]>

j x+ b
[1]
j where ω

[1]
j ∈ <d, b

[1]
j ∈ <, (2.63)

aj = ReLU(zj), (2.64)

a = [a1, ..., am]
> ∈ <m, (2.65)

h̄θ(x) = ω[2]>a+ b[2] where ω[2] ∈ <m, b[2] ∈ <, (2.66)

note that by default the vectors in <d are viewed as column vectors, and in

particular a is a column vector with components a1, a2, ..., am. The indices [1] and

[2] are used to distinguish two sets of parameters: the w
[1]
j ’s (each of which is a vector



CHAPTER 2. LITERATURE REVIEW 61

in <d) and ω[2] (which is a vector in <m). We will have more of these later.

Before introducing neural networks with more layers and complex structures, we

will simplify the expressions for neural networks with more matrix and vector nota-

tions. Another important motivation for vectorization is the speed perspective in the

implementation. To implement a neural network efficiently, one must be careful when

using for loops. The most natural way to implement Equation 2.66 in code is perhaps

to use a for loop. In practice, the dimensionalities of the inputs and hidden units are

high. As a result, the code will run very slowly if you use it for loops. Leveraging

parallelism in GPUs is crucial for the progress of deep learning. This gives rise to

vectorization. Instead of using for loops, vectorization uses matrix algebra and highly

optimized numerical linear algebra packages (e.g., BLAS) to make neural network

computations run quickly. Before the deep learning era, a for loop may have been

sufficient on smaller datasets, but modern deep networks and state-of-the-art datasets

are infeasible to run with for loops. We vectorize the two-layer fully connected neural

network as below. We define a weight matrix W [1] in <m×d as the concatenation of

all the vectors ω
[1]
j ’s in the following way [123]:

W [1] =




−ω
[1]T

1 −
−ω

[1]T

2 −
...

−ω
[1]T

m −



∈ <m×d, (2.67)

now by the definition of matrix-vector multiplication, we can write z = [z1, ..., zm]
> ∈

<m as:




z1
...
...

zm




︸ ︷︷ ︸
z∈<m×1

=




−ω
[1]T

1 −
−ω

[1]T

2 −
...

−ω
[1]T

m −




︸ ︷︷ ︸
W [1]∈<m×d




x1

x2

...

xd




︸ ︷︷ ︸
x∈<d×1

+




b
[1]
1

b
[1]
2

...

b
[1]
m




︸ ︷︷ ︸
b[1]∈<m×1

, (2.68)

in other words:
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z = W [1]x+ b[1] . (2.69)

We remark again that a vector in <d in this notes, following the conventions

previously established, is automatically viewed as a column vector, and can also be

viewed as a d × 1 dimensional matrix. Note that this differs from Numpy where a

vector is viewed as a row vector in broadcasting. Computing the activations a ∈ <m

from z ∈ <m involves an elementwise non-linear application of the ReLU function,

which can be computed in parallel efficiently. Overloading ReLU for element-wise

application of ReLU (meaning, for a vector t ∈ <d, ReLU(t) is a vector such that

ReLU(t)i =ReLU(t)), we have [124]:

a = ReLU(z) . (2.70)

Define W [2] = [ω[2]> ] ∈ <1×m similarly. Then, the model in Equation 2.66 can be

summarized as follows:

a = ReLU(W [1]x+ b[1]), (2.71)

h̄θ(x) = W [2]a+ b[2], (2.72)

here θ consists of W [1], W [2] (often referred to as the weight matrices) and b[1], b[2]

(referred to as the biases). The collection of W [1], b[1] is referred to as the first layer,

and W [2], b[2] the second layer. The activation a is referred to as the hidden layer. A

two-layer neural network is also called a one-hidden-layer neural network.

2.8.4 Multi-layer fully-connected neural networks

With these succinct notations, we can stack more layers to get a deeper fully connected

neural network. Let r be the number of layers (weight matrices). Let W [1], ...,W [r], b[1], ..., b[r]

be the weight matrices and biases of all the layers. Then a multi-layer neural network

can be written as [125]:



CHAPTER 2. LITERATURE REVIEW 63

a[1] = ReLU(W [1]x+ b[1]), (2.73)

a[2] = ReLU(W [2]a[1] + b[2]), (2.74)

..., (2.75)

a[r−1] = ReLU(W [r−1]a[r−2] + b[r−1]), (2.76)

h̄θ(x) = W [r]a[r−1] + b[r] . (2.77)

We note that the weight matrices and biases need compatible dimensions for the

equations above to make sense. If a[k] has dimension mk, then the weight matrix W [k]

should be of dimension mk ×mk−1, and the bias b[k] ∈ <mk . Moreover, W [1] ∈ <m1×d

and W [r] ∈ <1×mr−1 . The total number of neurons in the network is m1 + · · · +mr,

and the total number of parameters in this network is (d + 1)m1 + (m1 + 1)m2 +

· · ·+(mr−1+1)mr. Sometimes for notational consistency, we also write a[0] = x, and

a[r] = hθ(x). Then we have a simple recursion that:

a[k] = ReLu(W [k]a[k−1] + b[k]), ∀k = 1, ..., r − 1 . (2.78)

Note that this would have been true for k = r if there were an additional ReLU

in Equation 2.77, but often people like to make the last layer linear (aka without

a ReLU) so that negative outputs are possible, and it is easier to interpret the last

layer as a linear model. The activation function ReLU can be replaced by many other

non-linear functions σ(·) that maps < to < such as [126]:
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σ(z) =
1

1 + e−z
, (sigmoid) (2.79)

σ(z) =
ez − e−z

ez + e−z
, (tanh) (2.80)

σ(z) = max{z, γz}, γ ∈ (0, 1), (leaky ReLU) (2.81)

σ(z) =
z

2

[
1 + erf

(
z√
2

)]
, (GELU) (2.82)

σ(z) =
1

β
log(1 + exp(βz)), β > 0, (Softplus) (2.83)

The activation functions are plotted in Figure 2.21. Sigmoid and tanh are less

and less used these days partly because they are bounded from both sides, and the

gradient vanishes as z goes to both positive and negative infinity, whereas all the

other activation functions still have gradients as the input goes to positive infinity.

Softplus is not used very often either in practice and can be viewed as a smoothing of

the ReLU so that it has a proper second-order derivative. GELU and leaky ReLU are

both variants of ReLU, but they have some non-zero gradient even when the input is

negative.

Figure 2.21: Activation functions in deep learning.

In summary, if we graph an artificial neural network (ANN) and stack the neurons,

we obtain neural structures that become more complex as the neural layers increase
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(stack of neurons), reaching the construction of neural network architectures with

millions of neurons. In Figure 2.22, where the network formations are observed,

it is worth mentioning that a deep network is considered to have more than three

intermediate/hidden layers.

Figure 2.22: Circles represent artificial neurons. Stacking neurons makes up a layer.
Red circles are part of the input layer, blue circles are part of the hidden layers, and

brown circles are part of the output layer, for simple and deep neural networks.

2.8.5 Convolutional layers

CNN are neural networks that consist of convolution layers (and many other modules)

and are particularly useful for computer vision applications [127]. For the simplicity

of exposition, we focus on 1-D convolution in this text and only briefly mention 2-D

convolution informally at the end of this subsection. (2-D convolution is more suitable

for images that have two dimensions. 1-D convolution is also used in natural language

processing). We start by introducing a simplified version of the 1-D convolution layer,

denoted by Conv1D-S(·) which is a type of matrix multiplication layer with a special

structure. The parameters of Conv1D-S are a filter vector ω ∈ <k where k is called

the filter size (oftentimes k � m), and a bias scalar b. Oftentimes, the filter is

also called a kernel, but it does not have much to do with the kernel in the kernel

method. For simplicity, we assume k = 2l + 1 is an odd number. We first pad

zeros to the input vector z in the sense that we let zi−l = zi−l+1 = · · · = z0 = 0

and zm+1 = zm+2 = · · · = zm+l = 0 and treat z as an (m + 2l)-dimension vector.
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Con1D-S outputs a vector of dimension <m where each output dimension is a linear

combination of subsets of zj’s with coefficients from ω:

Conv1D-S(z)i = ω1zi−l + ω2zi−l+1 + · · ·+ ω2l+1zi+l =
2l+1∑

j=1

ωjzi−l+(j−1) . (2.84)

Therefore, one can view Conv1D-S as a matrix multiplication with shared param-

eters: Conv1D-S(z) = Qz, where:

Q =




ωl+1 · · · ω2l+1 0 0 · · · · · · · · · · · · · · · · · · 0

ωl · · · ω2l ω2l+1 0 · · · · · · · · · · · · · · · · · · 0
...

...
...

...
...

...
...

...
...

...
...

...

ω1 · · · ωl+1 · · · · · · · · · ω2l+1 0 · · · · · · · · · 0

0 ω1 · · · · · · · · · · · · ω2l ω2l+1 0 · · · · · · 0
...

...
...

...
...

...
...

...
...

...
...

...
...

...
...

...
...

...
...

...
...

...
...

...

0 · · · · · · · · · · · · · · · 0 ω1 · · · · · · · · · ω2l+1

...
...

...
...

...
...

...
...

...
...

...
...

0 · · · · · · · · · · · · · · · · · · · · · 0 ω1 · · · ωl+1




,

(2.85)

Note that Qij = Qi−1,j−1 for all i, j ∈ {2, ...,m}; thus, convolution is a matrix

multiplication with parameter sharing. We also note that computing the convolution

only takes O(km) times, but computing a generic matrix multiplication takes O(m2)

time. Convolution has k parameters but generic matrix multiplication has m2 param-

eters. Thus, convolution is supposed to be much more efficient than a generic matrix

multiplication, as long as the additional structure imposed does not hurt the model’s

flexibility to fit the data. We also note that in practice there are many variants of the

convolutional layers that we define here, e.g., there are other ways to pad zeros, or

sometimes the dimension of the output of the convolutional layers could be different

from the input. We omit some of these subtleties here for simplicity. The convo-
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lutional layers used in practice also have many channels, and the simplified version

above corresponds to the 1-channel version. Formally, Conv1D takes in C vectors

z1, ..., zC ∈ <m as inputs, where C is referred to as the number of channels. In other

words, the more general version, denoted by Conv1D, takes in a matrix as input,

which is the concatenation of z1, ..., zC and has dimension m × C. It can output C ′

vectors of dimension m, denoted by Conv1D(z)1, ..., Conv1D(z)C′ , where C ′ is re-

ferred to as the output channel, or equivalently a matrix of dimension m× C ′. Each

output is a sum of the simplified convolutions applied on various channels [128].

∀i ∈ [C ′],Conv1D(z)i =
C∑

j=1

Conv1D-Si,j(zj) . (2.86)

Note that each Conv1D-Si,j is a module with different parameters, and thus the

total number of parameters is k (the number of parameters in a Conv1D-S) ×CC ′

(the number of Conv1D-Si,j’s) = kCC ′. In contrast, a generic linear mapping from

<m×C and <m×C′

has m2CC ′ parameters. The parameters can also be represented as

a three-dimensional tensor of dimension k × C × C ′.

A 2-D convolution with one channel, denoted by Conv2D-S, is analogous to the

Conv1D-S, but takes a 2-dimensional input z ∈ <m×m and applies a filter of size

k × k, and outputs Conv2D-S(z) ∈ <m×m. The full 2-D convolutional layer, denoted

by Conv2D, takes in a sequence of matrices z1, ..., zC ∈ <m×m or equivalently a 3-D

tensor z = (z1, ..., zC) ∈ <m×m×C and outputs a sequence of matrices, Conv2D(z)1,

..., Conv2D(z)C′ ∈ <m×m, which can also be viewed as a 3D tensor in <m×m×C . Each

output channel is the sum of the outcomes of applying Conv2D-S layers on all the

input channels.

∀i ∈ [C ′],Conv2D(z)i =
C∑

j=1

Conv2D-Si,j(zj) . (2.87)

Because there is a CC ′ number of Conv2D-S modules and each of the Conv2D-S

modules has k2 parameters, the total number of parameters is CC ′k2. The parameters

can also be viewed as a 4D tensor of dimension C × C ′ × k × k′.

So, as we mentioned, a CNN is a type of ANN used primarily for image processing
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and is capable of recognizing complex patterns, making it useful in image classification

tasks, object detection, and facial recognition, among others. Let us consider an

example, according to Figure 2.23. The layers of convolutional blocks are described

below:

• Convolutional layers: These layers are responsible for extracting important fea-

tures from the image. They use special filters called "kernels" that slide across

the image and perform mathematical operations to highlight patterns such as

edges, textures, and shapes.

• Activation layers: After convolution, an activation function is applied to intro-

duce nonlinearity into the network. The activation function determines whether

a neuron is activated, or not, which helps capture complex relationships in the

data.

• Pooling layers: These layers reduce the dimensionality of the features obtained

by the convolutional layers. The pooling process combines the information into

small regions to summarize it and retain only the most relevant information.

Figure 2.23: Structure of a convolutional neural network.



Chapter 3

Methodology

3.1 Introduction

The methodology employed in this research is centered around the development and

evaluation of AI-driven deep-learning models designed to enhance medical image di-

agnosis. The primary focus is on the integration of convolutional neural networks

(CNNs) and transfer learning techniques to classify, segment, and analyze medical

images, including magnetic resonance imaging (MRI), computed tomography (CT),

and X-rays.

This chapter details the step-by-step process used to construct and validate the

models, beginning with image preprocessing to improve image quality, followed by

feature extraction using pre-trained networks such as ResNet50 and VGG16. Finally,

the classification and segmentation tasks were performed using advanced machine

learning algorithms. The experiment, the datasets used, and the evaluation metrics

for model performance are outlined here.

The methodology described in this chapter builds on techniques discussed in pre-

viously published research articles and presents a cohesive framework for automated

medical diagnosis using artificial intelligence.

69
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3.2 Modular model

In this section, we present the modular approach that forms the foundation of our

deep learning model, designed for medical image analysis. This modular structure

comprises three key components: preprocessing, feature extraction using pre-trained

convolutional networks, and a robust classification system. By modularizing the

model, each section can be optimized independently, allowing flexibility and adapt-

ability to new datasets and techniques while maintaining competitive performance

with the state of the art. Figure 3.1 shows these three sections, where the feature

extractor, is the convolutional basis of the pre-trained networks.

Figure 3.1: Proposed model for segmentation, classification, and detection of
Biomedical images.

3.2.1 Preprocessing

Preprocessing plays a vital role in preparing medical images for analysis. Medical im-

ages, such as MRI and CT scans, often contain noise and artifacts that can impair the

performance of deep learning models. The preprocessing stage is designed to enhance

the image quality and remove irrelevant features. Common techniques include:
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1. Normalization: Rescaling pixel intensity values to a standard range.

2. Denoising: Using filters such as Gaussian or median filters to reduce image

noise.

3. Data Augmentation: Applying transformations like rotation, flipping, and

zooming increases the dataset’s variability and prevents overfitting.

4. Resizing: Ensuring images are resized to a uniform dimension suitable for

input to the convolutional network

We have worked with various sets of images, that is, datasets. Each is described

in Figure 3.2, with images of each set attached. It is worth mentioning that we have

worked with more datasets, and they are mainly divided into two groups: scientific

repositories such as Kaggle or our [129–132].

Figure 3.2: Description of the databases of medical pathologies.

Image filters. An image filter is a procedure applied to an image to highlight

or improve some of its features. To create a filter, we need a kernel convolution

matrix, which will be square and whose sizes are normally: 3X3, 5X5, and 7X7.
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There are various kernels (filters) in the literature, including sharpening, blurring,

edge enhancement, Gaussian, Sobel, Sharpen, and Canny. These matrices are also

called masks (see Figure 3.3). Given a matrix Am×n and a matrix C(2N+1)×(2N+1)

with 2N + 1 < m,n the convolution of matrices A and C is defined as a new matrix

D = A ∗ C defined from the expression [133]:

D[m,n] =
∑

i

∑

j

A[m,n] ∗ C[i− n, j − n] . (3.1)

Figure 3.3: The multiplication between a filter and an image is known as
convolution, and the output image is known as the filtered image.

Various preprocessing techniques have been performed in each of the data sets in

Figure 3.2, this depends on the type of pathology to be studied. However, we can

group the preprocessing into three main stages. The first stage is to resize, stan-

dardize, and normalize. The second is the set of images is grouped by labels and

classifications previously diagnosed by a medical expert, such as a radiologist, which

is why our model is based on supervised learning. The last and third stage, highlight-

ing the main characteristics of the image with filters, this will depend greatly on the

pathology to be diagnosed. For example, in Figure 3.4, the three stages are shown in

block form on chest X-rays (pneumonia and tuberculosis) and computed axial tomog-

raphy (pulmonary fibrosis derived from SARS-CoV-2). As we can see, preprocessing

in medical imaging is crucial for enhancing image quality, reducing noise, and improv-
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ing the overall performance of feature extraction and classification tasks. We have

described the image preprocessing steps used, such as resizing, normalization, con-

trast enhancement, and noise reduction (depending on the type of image used—CT,

MRI, or X-ray).

Figure 3.4: Processes performed on the set of images of different pathologies to
classify, detect, or segment a medical condition to obtain an optimal model for

medical diagnosis.

In summary, the preprocessing stage is essential in preparing medical images for

analysis by deep learning models. These preprocessing methods improve the model’s

overall performance by reducing noise and irrelevant variations and contribute to a

more robust and generalized system. By addressing challenges specific to medical

images, such as image acquisition and noise variability, preprocessing helps ensure

that subsequent stages in the modular model, particularly feature extraction and

classification, operate on optimal input data, ultimately leading to more accurate and

reliable diagnostic outcomes. The next step of the model is to extract the features

from the set of already processed images. For this we move on to the feature extraction

block.
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3.2.2 Feature extraction

Feature extraction is a crucial stage in the modular deep learning pipeline, bridging

raw medical images and their corresponding diagnostic predictions. In this step,

we identify and extract the most significant and relevant patterns from the medical

images contributing to accurate classification or segmentation. Feature extraction

ensures that the model focuses on the vital information necessary for diagnosis while

discarding redundant or irrelevant data.

3.2.3 Pre-trained CNN versus creating new one

Using the convolutional block of a pre-trained network as a feature extractor offers

significant advantages, particularly when technological resources are limited. Pre-

trained networks, such as ResNet, VGG, and others, have been trained on massive

datasets like ImageNet, learning to recognize a wide variety of features from a vast

number of images. These networks capture complex patterns and textures, mak-

ing them ideal for feature extraction in medical imaging, where subtle variations in

textures and shapes are crucial for accurate diagnosis.

Creating a neural network from scratch requires substantial computational power,

large datasets, and extensive training time. Without the necessary technological

tools, this process becomes unfeasible. Pre-trained models avoid this limitation by

providing a robust and well-validated architecture. They significantly reduce the

amount of training data required. Since the early layers of these models capture

universal features such as edges and textures, they can easily be adapted to specific

tasks in medical imaging.

Thus, using the convolutional block of a pre-trained network as a feature extractor

allows for high-quality results while optimizing computational resources, making it a

more practical and efficient solution for researchers with limited infrastructure.
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3.2.4 Convolutional neural networks and pre-trained models

CNNs are the most commonly used architectures for medical imaging due to their

proven ability to capture spatial hierarchies and complex features in image data.

CNNs apply convolutional filters that learn to detect essential features such as edges,

textures, and shapes through multiple layers of abstraction. However, training CNNs

from scratch can be computationally expensive and time-consuming, especially with

limited labeled data, as is often the case in medical imaging.

To overcome these challenges, transfer learning has become an essential technique.

Pre-trained CNN models like VGG16 (see Figure 3.5), ResNet50 (see Figure 3.6),

InceptionV3, Mobile-Net, and others have been widely adopted for feature extraction

in medical image analysis [134]. These networks, pre-trained on large datasets such

as ImageNet, capture generalized patterns in visual data. By leveraging transfer

learning, we repurpose these pre-trained models to extract meaningful features from

medical images, with minimal adjustment to the specific task. This not only reduces

the training time but also improves the model’s generalization, as the pre-trained

layers already encapsulate valuable, low-level feature representations.

In the modular model, the feature extraction process occurs in the convolutional

block, where the pre-trained network’s layers are used to extract features from the

input medical images. This is particularly advantageous when dealing with complex

medical data like MRI, CT, or X-ray images, where patterns may be subtle or require

a high degree of expertise to discern.

The advantages of transfer learning for feature extraction are described below:

1. Improved accuracy: Using pre-trained models makes the feature extraction

process highly accurate, as the layers have already been optimized to detect

intricate patterns.

2. Reduced computational costs: Transfer learning significantly reduces train-

ing time and computational resources.

3. Handling small datasets: Medical datasets are often smaller than those in
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other fields, and transfer learning allows the model to achieve strong perfor-

mance even with limited training data.

4. Customization: While the pre-trained networks serve as a foundation, the

final layers can be fine-tuned or re-trained to tailor feature extraction to the

specific medical imaging task, whether detecting tumors, classifying lung dis-

eases, or segmenting organs.

Figure 3.5: The architecture of the VGG16 network is composed of 16 layers, 13
convolutional (Conv2D) and three classification layers. The network’s convolutional
block is called the feature extractor and is used in our modular model. In the case

of this network, the base starts from the first layer (Conv2D) and ends after the last
convolutional layer (Conv2D), being more precise in flatten. The input image size of

the neural network is 224 by 224

Figure 3.6: ResNet-50 is a convolutional neural network used for image classification.
It is a network with 50 layers, deeper and more complex. It is a ResNet (Residual
Networks) family model, designed to solve the problems that arise when training
deep neural networks. The input image size of the neural network is 224 by 224.

In practical terms, the extracted features often include textures, shapes, edges,

and specific anatomical details unique to the medical condition being analyzed. For

instance, in pulmonary fibrosis classification, the feature extraction stage might iden-

tify patterns associated with fibrosis, such as specific textures in the lung tissues.
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For brain tumor detection, the model may focus on identifying abnormal growths or

deviations from typical brain structures.

In summary, feature extraction is pivotal in transforming raw medical images

into meaningful representations that can be effectively used for diagnosis. We can

extract highly relevant features in a computationally efficient by utilizing pre-trained

CNN models and applying transfer learning. These features then serve as the input

for the classification system, forming the basis for accurate predictions in medical

image diagnostics. The feature extraction process’s flexibility and modularity allow

for performance improvements while maintaining compatibility with the rest of the

model, making it a key component of modern deep-learning pipelines for medical

imaging.

3.2.5 Classification system

The classification phase is crucial in evaluating how well the model can generalize

to unseen data. We have implemented two main classification strategies to ensure

robust evaluation: training and testing set, and cross-validation.

3.2.6 Training and testing set

For the first system, the dataset is divided into two parts: a training set and a testing

set. The training set typically consists of 80% of the data, while the remaining 20%

is used for testing (sometimes 70% and 30%, respectively, according to the size of the

dataset) [135]. The division ensures that the model is trained on a majority of the data

while being tested on an independent set to evaluate its performance. This system

effectively measures the model’s generalization capability to unseen data. Once the

model is trained enough with the relevant training data, it is tested with the test

data. We can understand the whole process of training and testing in three steps,

which are as follows:

a) Feed: Firstly, we need to train the model by feeding it with training input

data.
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b) Define: Now, training data is tagged with the corresponding outputs (in Super-

vised Learning), and the model transforms the training data into text vectors

or a number of data features.

c) Test: In the last step, we test the model by feeding it with the test data/unseen

dataset. This step ensures that the model is trained efficiently and can be

generalized well.

The above process is explained using a flowchart given below in Figure 3.7:

Figure 3.7: Training and Testing Classification System Process.

3.2.7 Cross-Validation

In addition to the training and testing split, we utilized cross-validation, which sub-

divides the dataset into smaller partitions, or folds. The most commonly used is

10-fold cross-validation, where the data is split into 10 equal parts [136]. The model

is trained on nine folds and tested on the remaining one, rotating through all folds. In

some cases, we experimented with 20 or 30 splits to refine the evaluation further (see

Figure 3.8). Cross-validation provides a more thorough assessment of the model’s

robustness by mitigating the risk of overfitting or relying too much on specific data

subsets.
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Figure 3.8: Process of the cross-validation classification scenario for the case.

Where the performance E of the model is evaluated as [136]:

E =
1

K

K∑

i=1

Ei, (3.2)

hence, K is the number of splits. We have used K-folds with K = 10, 20, and 30.

3.2.8 Classifier algorithms

After preparing the dataset, we employed the following advanced machine-learning

algorithms to classify the medical images:
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• Support vector machine (SVM) [137]: SVM is used for its efficiency in han-

dling high-dimensional spaces and performing well in both linear and non-

linear classification tasks. A data point is viewed as a p-dimensional vector,

and if we want to know whether we can separate such points with a (p − 1)-

dimensional hyperplane. We are given a training dataset of n points of the form:

(x1, y1), ..., (xn, yn). Where the yi are either 1 or −1, each indicating the class

to which the point xi belongs. Each xi is a p-dimensional real vector. We want

to find the "maximum-margin hyperplane" that divides the group of points xi

for which yi = 1 from the group of points for which yi = −1, which is defined so

that the distance between the hyperplane and the nearest point xi from either

group is maximized (see Figure 3.9). Any hyperplane can be written as the set

of points x satisfying w>x− b = 0, where w is the normal vector to the hyper-

plane. This is much like Hesse’s normal form, except that w is not necessarily a

unit vector. The parameter b/‖w‖ determines the offset of the hyperplane from

the origin along the normal vector w.

Figure 3.9: Maximum-margin hyperplane and margins for an SVM trained with
samples from two classes. Samples on the margin are called the support vectors.

• Logistic regression (LR) [138]: This model estimates the probability that a given

instance belongs to a particular class, making it ideal for binary and multi-class
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classification problems. The logistic function is:

p(x) =
1

1 + e−(x−µ)/s
, (3.3)

where µ is a location parameter (the midpoint of the curve, where p(µ) = 1/2)

and s is a scale parameter. This expression may be rewritten as:

p(x) =
1

1 + e−(β0+β1x)
, (3.4)

where β0 = −µ/s and is known as the intercept (it is the vertical intercept or

y-intercept of the line y = β0 + β1x), and β1 = 1/s (inverse scale parameter

or rate parameter): these are the y-intercept and slope of the log-odds as a

function of x. Conversely, µ = −β0/β1 and s = 1/β1.

• K-nearest neighbors (KNN) [139]: KNN is a simple, yet effective, algorithm

based on instance-based learning. It assigns a class based on the majority vote

of its nearest neighbors. Suppose we have pairs (X1, Y1), (X2, Y2), ..., (Xn, Yn)

taking values in <d × {1, 2}, where Y is the class label of X, so that X|Y =

r ∼ Pr for r = 1, 2 (and probability distributions Pr). Given some norm ‖ · ‖
on <d and a point x ∈ <d, let (X(1), Y(1)), ..., (X(n), Y(n)) be a reordering of the

training data such that ‖X(1) − x‖ ≤ · · · ≤ ‖X(n) − x‖. The training examples

are vectors in a multidimensional feature space, each with a class label. The

algorithm’s training phase consists only of storing the training samples’ feature

vectors and class labels. In the classification phase, k is a user-defined constant,

and an unlabeled vector (a query or test point) is classified by assigning the

most frequent label among the k training samples nearest to that query point.

A commonly used distance metric for continuous variables is Euclidean distance.

For discrete variables, such as text classification, another metric, such as the

overlap metric (or Hamming distance), can be used. For example, k-NN has

been employed with correlation coefficients, such as Pearson and Spearman, as

a metric in the context of gene expression microarray data. In Figure 3.10 an
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example is presented.

Figure 3.10: Example of k-NN classification. The test sample (green dot) should be
classified as blue squares or red triangles. If k = 3 (solid line circle) it is assigned to
the red triangles because there are two triangles and only 1 square inside the inner
circle. If k = 5 (dashed line circle) it is assigned to the blue squares (three squares

vs. two triangles inside the outer circle).

• Naïve-Bayes probability (NB) [140]: This algorithm is chosen for its simplicity

and speed, particularly when dealing with large datasets. Despite its simplicity,

it often yields surprisingly good performance in classification tasks. Abstractly,

NB is a conditional probability model: it assigns probabilities p(Ck|x1, ..., xn)

for each of the K possible outcomes or classes Ck given a problem instance to

be classified, represented by a vector ~x = (x1, .., xn) encoding some n features

(independent variables). The problem with the above formulation is that if the

number of features n is large or if a feature can take on a large number of values,

then basing, such a model on probability tables is infeasible. The model must,

therefore, be reformulated to make it more tractable. Using Bayes’ theorem,

the conditional probability can be decomposed as:

p(Ck|~x) =
p(Ck)p(~x|Ck)

p(~x)
, (3.5)
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in plain English, using Bayesian probability terminology, the above equation can be

written as:

posterior =
prior × likelihood

evidence
. (3.6)

In practice, there is interest only in the numerator of that fraction, because the

denominator does not depend on C, and the values of the features xi are given so

that the denominator is effectively constant. The numerator is equivalent to the joint

probability model: p(Ck, x1, ..., xn) which can be rewritten as follows, using the chain

rule for repeated applications of the definition of conditional probability:

p(Ck, x1, ..., xn) = p(x1, ..., xn, Ck), (3.7)

p(Ck, x1, ..., xn) = p(x1|x2, ..., xn, Ck)p(x2, ..., xn, Ck), (3.8)

p(Ck, x1, ..., xn) = p(x1|x2, ..., xn, Ck)p(x2|x3, ..., xn, Ck)p(x3, ..., xn, Ck), (3.9)

p(Ck, x1, ..., xn) = p(x1|x2, ..., xn, Ck)p(x2|x3, ..., xn, Ck) · · · p(xn−1|xn, Ck)p(xn|Ck)p(Ck),

(3.10)

now the Naïve conditional independence assumptions come into play: assume that

all features in ~x are mutually independent, conditional on the category Ck. Under this

assumption: p(xi|xi+1, ..., xn, Ck) = p(xi|Ck). Thus, the joint model can be expressed

as:

p(Ck|x1, ..., xn) ∝ p(Ck, x1, ..., xn), (3.11)

p(Ck|x1, ..., xn) = p(Ck)p(x1|Ck)p(x2|Ck)p(x3|Ck) · · · , (3.12)

p(Ck|x1, ..., xn) = p(Ck)
n∏

i=1

p(xi|Ck), (3.13)

where ∝ denotes proportionality since the denominator p(~x) is omitted. This means

that under the above independence assumptions, the conditional distribution over the

class variable C is:

p(Ck|x1, ..., xn) =
1

Z
p(Ck)

n∏

i=1

p(xi|Ck), (3.14)
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where the evidence Z = p(~x) =
∑

k p(Ck)p(~x|Ck), is a scaling factor dependent only

on x1, ..., xn, that is, a constant if the values of the feature variables are known.

3.2.9 Evaluation metrics

We used evaluation metrics derived from the confusion matrix to quantify the model’s

performance. A confusion matrix is a crucial tool used in classification problems to

visualize the performance of a machine-learning model [141]. It provides a compre-

hensive breakdown of how the model’s predictions match the actual labels in the

dataset, offering insight into the correct classifications and the errors made by the

model. The matrix is typically structured as a square table where each row corre-

sponds to the actual class, and each column corresponds to the predicted class. For

a binary classification problem, the confusion matrix has four key components:

Table 3.1: Confusion Matrix.

Predicted Positive Predicted Negative
Actual Positive True Positive (TP) False Negative (FN)
Actual Negative False Positive (FP) True Negative (TN)

i) True Positive (TP): These are instances where the model correctly predicted

the positive class.

ii True Negative (TN): These are instances where the model correctly predicted

the negative class.

iii False Positive (FP): These are instances where the model incorrectly pre-

dicted the positive class when it should have predicted the negative. This is

often referred to as a "Type I error."

iv) False Negative (FN): These are instances where the model incorrectly pre-

dicted the negative class when it should have predicted positive. This is often

referred to as a "Type II error.
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The confusion matrix serves as the foundation for calculating several evaluation

metrics, which are essential for understanding the strengths and weaknesses of the

model. The confusion matrix allows us to compute several key evaluation metrics,

each providing a different perspective on model performance. The most commonly

used metrics are [142]:

1. Accuracy: The proportion of correctly classified instances (positives and nega-

tives) out of the total number of instances. It gives a general sense of how often

the model is right, but it can be misleading in cases where the classes are imbal-

anced. Accuracy gives a quick overview but should be interpreted cautiously,

especially for imbalanced datasets.

Accuracy =
TP + TN

TP + TN + FP + FN
, (3.15)

while accuracy is a widely reported metric, it may not be the best measure for

imbalanced datasets, where one class significantly outnumbers the other. In

such cases, accuracy might hide the minority class’s poor performance.

2. Precision: Also termed Positive Predictive Value; it focuses on the quality of

positive predictions. It is the ratio of true positive predictions to the total

number of instances predicted as positive, helping evaluate how many predicted

positives were correct. Precision is critical when the cost of false positives is

high, such as in medical diagnostics where unnecessary treatment should be

avoided.

Precision =
TP

TP + FP
, (3.16)

high precision means the model is usually correct when predicting a positive

outcome. This metric is particularly useful in scenarios where the cost of false

positives is high (e.g., diagnosing a disease when it is not present).

3. Recall: Also known as Sensitivity or True Positive Rate. It measures the model’s

ability to identify all the actual positive cases correctly. It is the ratio of true

positives to the total number of actual positive instances. Recall is important
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when it is crucial to identify all positive cases, as in early disease detection.

Recall =
TP

TP + FN
, (3.17)

high recall indicates that the model is good at finding all the relevant positive

cases. This is especially important in applications like medical diagnosis, where

missing a positive case (i.e., a false negative) could have serious consequences.

4. F1-score: The F1-Score is the harmonic mean of precision and recall, offering

a single metric that balances the two. This is particularly useful when there is

an imbalance between precision and recall, as it provides a more comprehensive

measure of a model’s performance. F1-Score balances precision and recall, which

is key when both types of errors (false positives and false negatives) are costly.

F1-Score = 2× Precision×Recall

Precision+Recall
, (3.18)

F1-Score is a good metric to use when both false positives and false negatives

must be minimized. It helps evaluate models that perform well across precision

and recall rather than excelling at one at the expense of the other.

5. Specificity: Also known as True Negative Rate. It measures the model’s ability

to identify negative instances correctly. It is the ratio of true negatives to the

total number of actual negatives. Specificity complements recall by showing

how well the model handles the negative class, which is useful in cases where

avoiding false positives is important.

Specificity =
TN

TN + FP
. (3.19)

Specificity is essential in cases where the negative class is important, such as

ensuring healthy individuals are correctly identified as not having a disease.

These metrics ensure that the model is evaluated from various perspectives, al-

lowing for a thorough understanding of its effectiveness in real-world applications.
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By balancing precision, recall, and other metrics, the model’s predictions can be fine-

tuned to meet the specific needs of a given application, particularly in sensitive fields

like medical image analysis. Through these methods, we have achieved classification,

detection, and segmentation models with accuracies of 97%, 98%, and 99%, which are

highly competitive with the state of the art. These results have been documented and

published in both national and international journals with recognized impact factors,

DOI, and ISSN.

3.2.10 IMSS T1 ethics committee

The Local Health Research Committee 1001, SPECIALTY HOSPITAL NUM.1, Ba-

jío, León, GTO., approved the data set of CT scans of Mexican patients, with the

research protocol number: Institutional Registration Number R-2023-1001-022, with

the work of post-covid conditions



Chapter 4

Results

4.1 Introduction

In this chapter, the results of the developed modular model for medical image clas-

sification, detection, and segmentation are presented. The models were trained and

evaluated using multiple biomedical datasets, including those related to lung disease,

brain tumors, and post-COVID conditions. The results focus on key performance

metrics such as accuracy, precision, recall, F1-score, and segmentation metrics like

the dice coefficient, providing a detailed comparison between various classifiers, in-

cluding Support Vector Machines (SVM), logistic regression (LR), k-nearest neighbors

(KNN), and Naïve-Bayes (NB).

The results are divided into sections based on the different tasks the model was

designed to handle, such as classification, detection, and segmentation. For each task,

tables and figures are presented to illustrate the model’s performance and how it com-

pares to existing state-of-the-art techniques. In addition to numerical results, confu-

sion matrices, and segmented image outputs are displayed to represent the model’s

effectiveness visually.

The datasets used for evaluation are diverse, spanning different medical conditions

and imaging modalities (CT, MRI, and X-ray), to ensure the model’s generalizability

and robustness. The results not only demonstrate the model’s high accuracy but also

highlight its strengths and limitations across different medical image applications.

88
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The results will be presented in greater detail in the following sections, starting

with classification performance, followed by detection and segmentation outcomes,

and concluding with a comparative analysis against current methods in the literature.

4.2 Results by imaging modality and pathology

4.2.1 X-ray imaging results

4.2.2 Pneumonia

Pneumonia is an inflammatory lung condition primarily affecting the alveoli (small

air sacs). Physical examination with imaging is vital for the detection of pneumo-

nia. Chest X-rays are frequently used in validation procedures and represent a rapid

alternative to determine the characteristics and extent of lung inflammation. Ar-

eas of opacity on the X-ray image are commonly correlated with regions affected by

pneumonia (see Figure 4.1).

Figure 4.1: Normal (left) and abnormal (right) chest radiographs. Increased opacity
suggests pneumonia.

The dataset chosen for this machine learning exercise is a modified version of

Paul Mooney’s Kaggle submission, “Chest X-ray Images (Pneumonia). According to

the author, the images are manually labeled by experts in the field, and the dataset

states, “. . . Chest X-ray images (anterior-posterior) were selected from retrospective
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cohorts of pediatric patients aged one to five years at Women and Children’s Medical

Center. . . All chest x-ray images performed were part of the patient’s routine clinical

care. . . ”. The original dataset contains 5,863 observations, split into training (1,341

normal cases, 3,875 pneumonia cases), validation (8 normal cases, 8 pneumonia cases),

and testing (234 normal cases, 390 pneumonia cases) folders. The modified dataset

contains 2,224 observations, where a more balanced split between training and test

images is proposed: Training observations: 1,600 (800 normal cases, 800 lung opacity

cases). Test observations: 624 (234 normal cases, 390 lung opacity cases).

The methodologies discussed in Chapter 3 were used. The most relevant results are

presented below in graphs showing the evaluation metrics and classification algorithm.

Figure 4.2: Values of the accuracy metric evaluation are TTS, which is the training
and testing set, and CV, which is cross-validation. Likewise, KNC is KNN. The

range of the ordinates is in decimals, representing the percentage scale; 0.5
represents 50%.

The results show that the cross-validation model has a high-reliability index when

classifying chest X-rays to predict pneumonia. However, as the number of instances

in the training set increases, the training and test set acquires competitive values

with those reported in the literature, higher than 90% (specifically 95%). The CNN

ResNet50 network has been used as a feature extractor for this dataset. This modular

model is presented as an alternative to classifying X-rays of this type, unlike tradi-

tional CNN approaches where networks are created and trained that report values in

the literature. However, our optimal values compete with the state of the art, reaching

95% accuracy in our model, so our model where a CNN is used as a feature extractor,

represents an opportunity to experiment with different pathologies in X-rays. The
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extraction of the features and the processing of images, without any refinement to the

instances, are different from any other previously trained model; thus, this reported

work represents an alternative to classify chest X-ray images, previously manually

labeled.

As can be seen, increasing the number of images and iterations for the classification

system results in better performance, as reported in the results. Now, applying filters

(Figure 4.3 and 4.4) to the data set that highlights the characteristics of pneumonia

in the X-ray can also result in better results.

Figure 4.3: Results of filtering the original image. (From left to right) 2D
convolution, low-pass filter, high-pass filter, Gaussian and median.

Figure 4.4: Oriented gradient histogram process: taking the original image resized
to 128x64 pixels to perform the corresponding steps as input and the oriented

gradients as output.

By applying a filter to the original images, we obtain better results in the evalu-

ation metrics. In fact, as the number of images increases, the best values are found
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with the low-pass filter with 96% accuracy in the cross-validation model in the full ex-

periment. What improves the model is this preprocessing block. Figure 4.5 shows the

complete model with the three blocks of the modular model for detecting pneumonia

in chest X-rays.

Figure 4.5: Proposed model to detect pneumonia using the convolutional base of the
ResNet50 network.

The results show a high-reliability index in the cross-validation model when clas-

sifying chest X-rays to predict pneumonia. However, as the instances in the training

set increase, the training and test set acquire competitive values, similar to those

reported in the literature. Feature extraction and image processing, without any re-

finement to the instances, are different from any other model, so this work has been

reported as an alternative to classifying chest X-ray images under supervised learn-

ing. We can also conclude that the SVM classifier has reported the best value in the

model, considering the same for future projects with X-rays.

4.2.3 Tuberculosis

According to the World Health Organization (WHO), tuberculosis (TB) is one of the

ten leading causes of death in the world. This disease is caused by Mycobacterium
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tuberculosis, which usually affects the lungs, but can also affect other body parts.

Without treatment, TB disease has a high mortality rate (about 50%). According to

the WHO, Mexico in 2019 had between 23,000 and 37,000 new cases of TB, with a rate

of 23 cases per 100,000 people, mostly young adults. On the other hand, official data

from the Tuberculosis National Program (PNT) of the Mexico Secretary of Health

registered 22,285 new cases, of which 80% were from Pulmonary Tuberculosis (PTB).

Chest X-ray is useful to detect early lesions in PTB with the main disadvantage of

its low specificity; therefore, it is used to correlate chest radiograph findings with

bacteriological confirmation.

Figure 4.6: Montgomery County’s Tuberculosis screening program in the Kaggle
repository.

Recently, the use of deep learning as an aid in medical diagnosis has increased

with the implementation of convolutional neural networks; biological neurons inspire

these neural networks and consist of multiple layers that extract and learn relevant

features without human supervision. For this project, a small dataset from Mont-

gomery County’s Tuberculosis screening program was used (see Figure 4.6). This

set contained 138 frontal chest X-rays that were manually labeled by experts in the

field, of which 80 were normal cases, and 58 were cases with manifestations of TB.

Figure 4.7 shows the graphical diagram of the proposed methodology. Subsequently,

the convolutional base of architecture VGG16 was applied as the feature extractor

to obtain a vector of characteristics. Then, two methods of classification were imple-
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mented: Cross-Validation (CV) using 10 and 20 folds and Train/Test with a training

set of 80%, and 20% for testing.

In the Train/Test method, the best results were obtained using the SVM classifier,

with 97% precision. The results are shown in Table 4.1. The columns show the

classifiers with the respective evaluation metrics. Table 4.2 shows the results for the

CV method, comparing the increase of folds, with better results in the SVM classifier

using 20 folds, with 89% precision.

Figure 4.7: Proposed model for automatic classification of chest radiographs to
detect tuberculosis.

Both methods used three classifiers: Support Vector Machine (SVM), Naïve Bayes

(NB), and Centroid-Based Classifier (CBC), each widely used in state-of-the-art appli-

cations. To assess the performance of the proposed methodology, evaluation metrics

such as accuracy and precision were used, based on the confusion matrix. These

metrics enabled the identification of true and false predictions.

The proposed model for automatic classification of chest X-rays to detect tubercu-

losis obtained a 97% accuracy. This value is due to the improvement shown in Table

4.1 and Table 4.2. The reported model is competitive with the state-of-the-art model

and is a support tool for diagnosing tuberculosis.
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Table 4.1: Results with training and testing set scenario.

Evaluation metrics SVM NB CBC
Accuracy 0.96 0.86 0.86
Precision 0.97 0.87 0.87
Recall 0.96 0.84 0.84
F1 0.96 0.85 0.85

Table 4.2: Results with cross-validation scenario.

Folds Evaluation metrics SVM NB CBC

20

Accuracy 0.86 0.76 0.74
Precision 0.89 0.77 0.76
Recall 0.85 0.75 0.73
F1 0.85 0.73 0.72

4.2.4 CT imaging results

4.2.5 Post-COVID conditions

Coronavirus disease 2019, better known as COVID-19, is an infectious disease caused

by the SARS-CoV-2 virus. This produces severe clinical pictures and serious cases

such as pneumonia and acute respiratory distress syndrome. Infected patients have

had post-COVID symptoms that worsen their physical and mental state. Using diag-

nostic imaging (radiography, tomography, and ultrasound) findings such as bronchial

dilatations, pulmonary fibrosis, and opacities have been found. These conditions, con-

sidered sequelae of infection, are usually diagnosed three months after suffering from

the disease and cause general symptoms, mainly affecting the brain, lungs, heart, and

kidneys.

The present research proposes a supervised learning classification methodology

through image processing using a deep neural network (50 intermediate layers, ResNet50)

to identify post-COVID conditions, as shown in Figure 4.8. The dataset is classified

into two categories: post-COVID findings and non-post-COVID findings. Due to its

applications, image processing is a technique used in various research articles. It is

used to extract regions of interest with properties potentially related to computer-

aided medical diagnosis.
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Figure 4.8: Simple chest tomography with the pulmonary window in the axial
section, where a) no finding is observed and b) a typical pattern of pulmonary

fibrosis (distortion of the pulmonary architecture) derived from COVID-19 (yellow
outline).

The dataset used in the present investigation was provided by the Unidad Médica

de Alta Especialidad No. 1 (High Specialty Medical Unit) of the Instituto Mexicano

del Seguro Social (Mexican Institute of Social Security), T1-IMSS of León, Guana-

juato, Mexico, from Mexican patients infected with COVID-19. The post-COVID

diagnosis was made to 16 patients: approximately one year after their infections.

The imaging study obtained the medical diagnosis through computed tomography

(CT) of the chest, which is more sensitive than conventional radiography. For this

reason, it was the main diagnostic method used in the pandemic. In the tomography,

two types of cases were observed: normal and abnormal. 57 CT images with post-

COVID findings and 57 images without findings were obtained (symmetrical set).

The most common findings were ground glass image, which can be translated into

an acute inflammatory process and possibly represents immature fibrosis that can

resolve or progress over time, and pulmonary fibrosis; mainly made up of findings

such as architectural distortion, traction bronchiectasis, and cobblestone pattern (see

Figure 4.9).

The proposed model was based on the cross-validation classification scenario. The

number of images with and without findings post-COVID was homogeneous and

symmetric, with 57-57 tomographic. This type of classification is appropriate when

there are not enough images in the dataset. As a result, we can see that the KNN

classifier obtains the highest values in the precision metric, which increases as the
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Figure 4.9: Simple chest tomography with lung window in axial section, where the
findings of the pathologies are observed.

fold increases. Figure 4.10 presents the results. This indicates that the classification

percentage in 10 divisions is 95%, in 20 divisions, it is 96%, and finally, in 30 divisions,

it is 97%. The precision gives us the quality of the classification scenario and tells us

the percentage of the positive class predicted by the model and the actual positive

class of the dataset. The classifier with the best values tends to work optimally in

small datasets, as with the present set, with 114 tomography images with and without

post-COVID findings.

The ResNet50 convolutional neural network is an essential part of the method-

ology, since, from it, the characteristics are extracted through deep learning of the
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Figure 4.10: Learning methods in the three division experiments in the precision
evaluation metric.

post-COVID findings in medical images and thus can be compared with those that

do not have lesion findings through classifiers that are evaluated using metrics that

provide us with the performance of the model. The efficacy of the proposed method,

based on a dataset of Mexican patients, demonstrates that using the nearest neigh-

bor classifier achieves a classification precision of 97% for binary labels indicating the

presence or absence of post-COVID lung lesions.

4.2.6 Osteoporosis

Osteoporosis is a disease of adults that can affect both genders. The gold stan-

dard technique is bone densitometry, although it is inferred that it can be diagnosed

through digital image processing. This work implemented and manipulated image

classification methods using artificial intelligence algorithms. From the public repos-

itory Kaggle, with X-ray images of healthy patients and patients with osteoporosis,

digital image processing techniques such as filters, neural networks for feature ex-

traction, and machine learning techniques were developed. An X-ray image classifier

obtained an Accuracy of 77%. It is concluded that it is a result with potential since
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osteoporosis has been diagnosed in a human knee. In the first instance, a search was

made for a database that would be useful for this research work. Several database

pages were reviewed, including Kaggle, where the Osteoporosis Knee X-ray Dataset

by Steve Python was found.

Figure 4.11: X-ray images of a person without osteoporosis, from left to right:
unfiltered, with aperture filter, with dilatation filter, and with a high-pass filter.

All images in the dataset (185 with osteoporosis and 185 healthy subjects) were

subjected to preprocessing, where three types of filters were applied to highlight

characteristics of X-ray images such as lines and edges. The three filters applied

were two morphological filters: aperture and dilatation filters, and a high-pass filter.

The dilatation filter has the effect of increasing the size of objects or causing small

holes to close, while the aperture filter eliminates elements that protrude from a given

object, eliminates fine connections, and softens contours. The high-pass filter detects

edges or sharp edges in an image. These filters resulted in images with marked visual

characteristics that serve the neural network as a classification aid (see Figures 4.11

and 4.12).

After preprocessing by filtering, the images were subjected to feature extraction

using different neural networks, the first of which was VGG16, followed by ResNet50

and InceptionResNetV2. With each of these networks, vectors were generated from

the 185 images of healthy patients and the 185 images of patients with osteoporosis,

these vectors could be visualized as two text files for each network in .txt format.

Individual .txt files were also generated, in which all the vectors of the images were

placed for later use, placing the vectors of characteristics of normal patients first,

followed by the vectors of patients with osteoporosis.



CHAPTER 4. RESULTS 100

Figure 4.12: X-ray images of a person with osteoporosis, from left to right:
unfiltered, with aperture filter, with dilatation filter, and with a high-pass filter.

The results were satisfactory, considering the quantity and quality of the images

we worked with. The preprocessing of the images showed an evident influence on

the classification. In the same way, the SVM classification method yielded favorable

results that show the preference for its use in the works of other researchers. Table 4.3

shows the results. Using neural networks and classification methods in the medical

field is very useful in enhancing technological advances around health, reducing human

error, or supporting non-specialized doctors in cases of osteoporosis, such as general

practitioners.

Table 4.3: Classification results.

Filter CNN
Classification

system
Classifier Accuracy Precision

Dilatation ResNetV2 TTS KNN 0.77 0.77
Aperture ResNet50 CV SVM 0.75 0.76

The osteoporosis images used laid the groundwork for the work done, while pre-

processing helped to strengthen the model so that the accuracy and precision of this

classification could be increased. The application of morphological aperture and di-

latation filters proved to be an enhancer for recognizing lines and edges in healthy

and osteoporosis images, helping the networks to extract features that correctly iden-

tified images of their respective class. Likewise, a satisfactory result was observed

with the K Neighbors Classifier and Support Vector Machine classifier, highlighting

the three best results of all the work executed. These results, which were almost 80%
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demonstrated that a good starting point was achieved in this classification exercise,

and an opportunity for improvement in its subsequent application to real-life clinical

cases in health systems (see Figure 4.13).

Figure 4.13: Model proposed.

4.2.7 Osteoarthritis

Osteoarthritis (OA) is a degenerative joint condition characterized by the breakdown

of cartilage, leading to pain, stiffness, and swelling. It is a common condition, partic-

ularly in older adults, and can significantly impact quality of life. Imaging techniques

play a crucial role in diagnosing OA. Ultrasound is suitable for assessing superficial

structures but has limitations in evaluating deeper ones. MRI is the gold standard

for visualizing bone and soft tissues and accurately detecting early-stage cartilage

degeneration. CT can quantify joint space width and detect early structural changes,

although its use is generally reserved for specific cases. Emerging options like PET-

MRI offer a comprehensive assessment of joint alterations but are limited by high

cost and time-intensive nature. While radiographs are valuable for visualizing bony

changes, they have limitations in detecting early-stage OA and cannot directly visu-
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alize cartilage.

It is worth pointing out that radiographs are of great value for visualizing bone

changes; however, this technique has limitations regarding detecting early OA and

cannot visualize cartilage directly. In developing countries, where MRI and CT tech-

niques are unavailable because of their high cost and infrastructural demand, radiog-

raphy remains one of the accessible and inexpensive methods. The Kellgren-Lawrence

(KL) classification system, is widely used to assess knee OA. KL defines OA in five

grades based on key changes in the knee joint. These grades are (see Figure 4.14):

• Grade 0: Normal, no radiographic signs of OA.

• Grade 1: Doubtful narrowing of joint space and possible osteophytic lipping.

• Grade 2: Definite osteophytes and possible narrowing of joint space.

• Grade 3: Moderate multiple osteophytes, definite narrowing of joint space, some

sclerosis, and possible deformity of bone ends.

• Grade 4: Large osteophytes, marked narrowing of joint space, severe sclerosis,

and definite deformity of bone ends.

Figure 4.14: Levels of osteoarthritis disease according to KL criteria.
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The dataset used for OA classification is located in the Kaggle repository, under

the name Annotated Dataset for Knee Arthritis Detection. It has 1650 images of

clinical examinations divided, as shown in Figure 4.14. The VGG16 neural network

was used as a feature extractor, and different experiments were performed, which

gave rise to the results presented in Table 4.4.

Table 4.4: Results of paired experiments in OA disease.

Classification
system

Classifier Experiment Accuracy

TTS

SVM

Grade 0 vs Grade 1
0.71

CV 0.70
TTS

Grade 0 vs Grade 2
0.84

CV 0.84
TTS

Grade 0 vs Grade 3
0.65

CV 0.89
TTS

Grade 0 vs Grade 4
0.98

CV 0.98

As we can see, the VGG16 convolutional base provides great robustness to the

experiment as it manages to obtain the most relevant features of each experiment.

As the grade of OA disease progresses, the model acquires better results, reaching a

classification of 98%. This fact is important since the model can improve with the

preprocessing block, which indicates greater relevance and optimal values in a robust

model for classifying OA in the knee according to its grade of advancement.

4.2.8 Pulmonary fibrosis

In this study, we focus on addressing the prolonged effects of COVID-19, specifically

pulmonary fibrosis, through automated classification of computed tomography (CT)

images from patients in León, GTO, Mexico. We employed a convolutional neural

network (CNN) VGG16 and image enhancement filters like Meijering and Roberts,

to optimize image quality. Prolonged COVID has been linked to complications, in-

cluding pulmonary fibrosis, underscoring the need for early detection. Our model,

supported by a comprehensive dataset, achieved classification accuracy exceeding

97%, successfully distinguishing between patients with and without pulmonary fi-
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brosis. The combination of enhancement filters and CNN VGG16 proved crucial in

this success, highlighting the potential of our model for early detection and effective

management of pulmonary fibrosis in long-term COVID patients. This promising ap-

proach may significantly impact clinical practice, enhancing outcomes and enabling

timely interventions. In summary, we present an effective method contributing to the

timely diagnosis and treatment of pulmonary fibrosis in long-term COVID patients.

In Figure 4.15, we can see that pulmonary fibrosis was the most frequent of all

the findings of the most important sequelae in the dataset obtained. For this reason,

experiments were conducted to optimize the model to classify fibrosis from the rest

of the dataset presented in the post-COVID conditions section. Pulmonary fibrosis

occurs when lung tissue is damaged and scarred. This thickened and stiffened tissue

makes breathing more difficult and prevents the blood from receiving enough oxygen.

Below is the development carried out to detect pulmonary fibrosis in a data set of

Mexican patients.

Figure 4.15: Region of interest extraction process from the image set with 96 CT
scans, labeled in two classes: (left) 57 healthy axial CT scans and (right) 39 axial

CT scans with pulmonary fibrosis findings.

Two experiments were performed, one without masks and one with masks. How-

ever, in both experiments, three filters were used to highlight the scars of the alveoli.

Figure 4.16 shows the results of filtering the original dataset.

As mentioned, the second experiment consisted of circular masks that eliminated
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Figure 4.16: Preprocessing of the images from the dataset to highlight the features
and quality of the classes. (a) Dilatational morphological filter, (b) Meijering filter,

and (c) Roberts filter.

the body tract seen in the tomography. It is worth noting that in experiment one,

better results were obtained from one filter than from the other filters (Meijering).

Figure 4.17 shows the mask used for tomography to eliminate the tract and mark the

region of interest for the alveoli, to obtain better results in the model.

Figure 4.17: Application of masks to highlight the region of interest. (a)
Experiment 1, with the original images and the filters; (b) Experiment 2, with the

results of the best filter and circular/ellipse mask.

The cross-validation classification scenario is a technique that allows for evaluating

the statistical analysis results and ensures that they are independent of the partition

between training and test data. The results are shown in Tables 4.5 and 4.6, with two

evaluation metrics: accuracy and precision. The first indicates how often, in general,

the classifier is correct, and the second how often it predicts fibrosis. The classifier
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algorithm used was k-NN, which obtained the optimal values of the classification

model (97%). Therefore, we have generated a model that classifies pulmonary fibrosis

with a 3% error.

Table 4.5: Result of the first experiment.

Image Accuracy Precision
Original 0.87(+/- 0.14) 0.87 (+/- 0.16)
Roberts 0.81(+/- 0.12) 0.87 (+/- 0.12)

Meijering 0.92 (+/- 0.12) 0.92 (+/- 0.12)
Dilatation 0.87 (+/- 0.14) 0.87 (+/- 0.14)

Table 4.6: Result of the second experiment.

Meijering filter Accuracy Precision
No mask 0.92(+/- 0.12) 0.92 (+/- 0.12)

Mask 0.95(+/- 0.09) 0.97 (+/- 0.05)

4.2.9 Automated detection of free fluid in the abdominal cav-

ity

An algorithm for the automated, non-invasive detection of free fluid in the abdominal

cavity using Computed Tomography (CT) images was developed, aiming to signif-

icantly optimize detection procedures and provide an efficient solution for medical

diagnosis. The algorithm identifies the presence of fluid in CT images and generates

a detailed three-dimensional reconstruction of the abdominal cavity and the fluid,

facilitating the medical diagnostic process. Using Hounsfield Units (HU), the pro-

gram accurately segments areas corresponding to free fluid in the abdominal cavity

by recognizing pixel intensities in the images and distinguishing between anatomical

structures. An essential achievement of this approach is its ability to identify free fluid

presence using only an abdominal CT scan, providing detailed information about its

specific location and distribution, and enabling the visualization of the severity of

the condition. This approach represents a significant advancement in automated free

fluid detection in the abdominal cavity, offering healthcare professionals a valuable
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tool for precise and rapid condition identification. The detailed three-dimensional

representation enhances the medical diagnostic process in clinical settings.

In Chapter 1, Hounsfield units were described. CT imaging provides cross-sectional

views of the abdominal cavity, with each scan offering data on density variations

among tissues. The organs within the abdominal cavity; liver, pancreas, spleen, and

kidneys, display distinct Hounsfield unit values, enabling precise anatomical mapping.

These values help differentiate free fluid from surrounding tissues, which is crucial for

identifying acute pathologies. The free fluid typically registers within the 0 to 30 HU

range depending on its composition, while denser fluids, such as blood, present higher

values. The 90-110 HU range mentioned in this study corresponds to a subset of free

fluid types but may vary based on clinical context (see Figure 4.18). Recent studies

corroborate this variability, reinforcing the need for flexible threshold adjustments

during segmentation. A detailed segmentation process involves edge detection and

thresholding to capture relevant HU values for fluid identification.

Figure 4.18: Hounsfield scale of computed tomography (CT) numbers for various
tissues.

CT segmentation techniques for free fluid detection employ advanced algorithms

based on density thresholds, active contour methods, or convolutional neural net-

works. These methods accurately identify and delineate areas with characteristic free

fluid densities, even in the presence of adjacent presence structures with similar den-

sities. Specific HU ranges are applied to distinguish free fluid from other abdominal
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tissues or fluids. Adapting these ranges according to pathology or anatomical location

allows for more precise and reliable free fluid identification, mitigating false positives

or negatives. The segmentation techniques utilized in this study include thresholding

based on HU values and edge detection algorithms. The first phase identifies potential

fluid regions by isolating areas with HU values indicative of free fluid. The second

phase involves active contour methods to delineate fluid boundaries. Post-processing

filters, such as morphological operations, are applied to refine the segmentation and

eliminate noise.

Although the dataset includes 23 studies, additional validation is planned with

larger datasets to account for diverse clinical presentations (see Figure 4.19). This

study utilized a dataset of abdominal computed tomography images obtained through

collaboration with the IMSS UMAE T-1 Hospital in León, Guanajuato.

Table 4.7: Workflow of the free fluid detection algorithm using CT imaging.

Step Description
1. Image acquisition CT images are acquired in Hospital IMSS T1.

2. Preprocessing
Images are converted from DICOM format

to a standard gray-scale image.

3. Thresholding
Pixel values are thresholded based on HU

to isolate fluid densities (0 to 30 HU).

4. Morphological operations
Erosion and dilatation are applied to remove

noise and refine the segmented regions.

5. Segmentation
The final segmentation identifies areas of
potential free fluid within the abdominal

cavity.

6. Comparison with
Radiologist Annotations

The segmented regions are compared with
manual annotations by radiologist for

validation.

The dataset consisted of 23 CT studies from various adult patients of both sexes.

The characteristics of each study varied, including different numbers of slices and

varying slice thicknesses. Each case exhibited the accumulation of free fluid in differ-

ent quantities and locations within the abdominal cavity. In addition to the image

datasets, the studies were accompanied by annotations made by trained professionals

in free fluid detection, intended for comparison purposes. In Table 4.7, the workflow
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of the model is observed. Results indicate that regions identified as free fluid dis-

played homogeneous pixel intensity distributions, corresponding to Hounsfield unit

values ranging from 0 to 30 HU. In contrast, regions corresponding to water tran-

sit displayed more heterogeneous patterns, reflecting the dynamic nature of water

accumulation and movement within the abdominal cavity (see Figure 4.20).

Figure 4.19: Example of dataset images. An axial section on the left, a sagittal
section in the center, and a coronal section on the right.

Figure 4.20: In the first column, there are the reference images of the free fluid in
the abdominal cavity previously identified by the medical expert. In the second

column, the free fluid is segmented based on image processing techniques in
conjunction with the HU units. Lastly, a morphological aperture filter is applied in
the third column to reduce noise and improve liquid detection in the three sections.
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4.2.10 Renal lithiasis

Renal lithiasis is characterized by the presence of kidney stones, which are chronic and

morbid. This study used samples of CT scans on renal lithiasis from patients with and

without renal lithiasis, provided by the Instituto Mexicano del Seguro Social (IMSS),

León, GTO. The studies are classified by stone size: less than 10 mm, ranging from 10

mm to 19 mm, and larger than 20 mm. The studies were contrasted with the control

sample of patients without renal lithiasis. Two methodologies were employed for the

classification model using CNN: samples with augmentation techniques using Convex

Hull contours and without Convex Hull to homogenize sample sizes. The CNNs

used in this study are VGG16, ResNet 50, and Inception ResNet V2. The results

show better accuracy in the models that employ a Convex Hull contour, reaching an

accuracy of 94% and precision of 93% for the Naïve Bayes Multinomial statistical

test, the highest among all classifiers.

Figure 4.21: Dataset of renal lithiasis.

The studies included patients in three classifications: Patients with stones smaller

than 10 mm, those between 10 and 20 mm, and those with stones larger than 20 mm.
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Figure 4.21 shows the CT scans provided by the IMSS. The sample sizes provided

are small and non-homogeneous. Data augmentation techniques were employed to

homogenize the sample to a size of 56, (rotation 1◦, zoom, and cut).

We implemented the Grad-CAM technique to produce visual explanations of the

convolutional neural networks used and verify whether they effectively identified the

areas where the models are concentrated, the area of interest, and kidney stones.

Figure 4.22 shows the results.

Figure 4.22: The Grad-CAM technique shows that for each group, the model
detects kidney stones with a larger diameter better than healthy patients, where the

model does not detect any region of interest.
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4.2.11 MRI imaging results

4.2.12 Brain MRI

A brain tumor is a mass or lump of abnormal cells found in the brain. There are two

main types of tumors: cancerous (malignant) and benign. Cancerous tumors can be

divided into primary tumors, which start within the brain, and secondary tumors,

which have spread from elsewhere, known as brain metastasis tumors. Today, deep

learning, a subfield of AI, can classify, diagnose, segment, and provide a medical

diagnosis; in other words, it is a computer-aided diagnosis.

Figure 4.23: Set of images divided into benign (left) and malignant (right) tumors.

The proposed model consists of three parts: Data set acquisition and preprocess-

ing, feature vector and classification system, and evaluation and diagnostic metrics.

The images are collected from Kaggle datasets of Brain MRI Images. The dataset is

labeled into two classes of YES and NO based on the presence of tumors, as shown

in Figure 4.23. There are 155 images with brain tumors; the remaining 98 images

are of normal brains. The dataset is in the Kaggle repository; Brain MRI Images for

Brain Tumor Detection. It consists of MRI scans of two classes: no tumor, benign,

and tumor, malignant. Transfer learning uses the convolutional base of a pre-trained



CHAPTER 4. RESULTS 113

network called VGG16 as a feature extractor to obtain the feature vector that enters

the classification system. The model is illustrated in Figure 4.24.

Figure 4.24: Proposed model to detect brain tumors.

The results of the model are presented in Table 4.8:

Table 4.8: Most relevant results of the proposed model.

Classification
system

Classifier Accuracy Precision

TTS SVM 0.89 0.90
CV SVM 0.90 0.91

Regarding the results, it is important to highlight that the Support Vector Machine

(SVM) classifier obtained the best values in the training and test set technique, and

in particular, a high level of precision of 90% and 91% with CV. These results suggest

that our model is effective in this task.

4.2.13 Identification of microbleeds

The detection of microbleeds in MRI studies using the susceptibility-weighted image

(SWI) technique is presented. The SWI technique has been shown to play a relevant
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role in the identification of microbleeds, unlike conventional MRI techniques, the

sensitivity is higher for detecting microbleeds and iron deposits. This work presents a

technique for the quantitative detection of microbleeds through the implementation of

Shannon entropy. A statistical analysis of the results complements it and establishes a

specific range that allows for the early detection of these structures in future research.

Preliminary results suggest that this method represents a significant advancement in

the accurate and timely detection of cerebral microbleeds, offering an alternative to

traditional Magnetic Resonance approaches, suggesting that artificial intelligence is

a promising path for deeper investigations in this field. Mathematically, Shannon

entropy, denoted as H(x) for a discrete variable X with n possible outcomes, is

calculated using the formula:

H(x) = −
n∑

i=1

P (xi) · log2(P (xi)), (4.1)

where P (xi) represents the probability of outcome xi occurring, Shannon entropy

can also be interpreted as the minimum average amount of bits required to represent

the information contained in the random variable X. The proposed method consists

of the following general steps:

1. Define a function to calculate the entropy of the 50 images from healthy patients.

2. Divide each image into sections and calculate the entropy for each section.

3. Calculate the means and standard deviations per section.

4. Load a new image for analysis where the patient has microbleeds.

5. Divide the new image into sections and calculate the entropy for each section,

repeating steps 2 and 3 but for the new image.

6. Compare the entropies of the new image with the means and standard devia-

tions.

Shannon entropy was implemented to assess the complexity of information in each

image segment. This analysis was applied to 50 images, obtaining entropies for each
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section in each image. Below are some results obtained according to the selected

images, along with their respective entropy values and Z-scores. CSIRO provided the

database and the Biomedical Informatics Group ResDevCons under the supervision

of Jurgen Mejan-Fripp by CSIRO (Australia).

Figure 4.25: Diagram outlining Phase I and Phase II.

Phase I: Each image was divided into 16 equal sections. Phase II: Each image

was divided into 32 equal sections. The Z-score was applied to quantify the standard

deviations of entropy concerning the mean of images from healthy patients, allowing

for an accurate assessment of variations in image complexity.

A Pearson correlation analysis was conducted between entropy and Z-score values,

providing a deeper understanding of the relationship between these parameters. The

similarity in entropy values confirmed the robustness of the results obtained. Two

scatterplots with regression lines were analyzed, representing entropy data and their

respective Z-score values, revealing correlations of 0.9418 and 0.8295, respectively

(see Figure 4.26). Furthermore, according to the obtained data, an interval allows

us to detect a possible cerebral microbleed through its entropy. This interval is

described using a standard deviation of the data. This is considered an important step

towards the statistical quantification of a microbleed. Considering that this could be a

significant step towards early detection of cerebral microbleeds for neurodegenerative



CHAPTER 4. RESULTS 116

diseases is important.

Figure 4.26: Statistical analysis of Shannon entropy versus Z-score.

This method achieves the quantitative detection of cerebral microbleeds through

the statistical analysis of entropy, obtaining a range for potential microbleed detection.

The values obtained provide valuable information that can significantly contribute to

the early detection of these anomalies in the human brain. Despite being a preliminary

work, its relevance is highlighted as it represents an important step towards accurately

identifying microbleeds.

4.2.14 Applications of AI in the classification of MRI

Medical imaging is pivotal in diagnosing and treating diseases, offering intricate vi-

sual insights into the human body. Among the array of available imaging techniques,

MRI has witnessed substantial growth in adoption due to its capacity for capturing

high-resolution images that exhibit exceptional contrast between soft tissues. The

accessibility of magnetic resonance imaging has surged thanks to technological ad-

vancements and heightened recognition of its clinical value.

These images (see Figure 4.28), obtained from various anatomical regions and

under diverse protocols, furnish indispensable information about anatomical struc-

tures, functions, and potential abnormalities. Nevertheless, the interpretation of

these images presents formidable challenges. Manual analysis by radiologists can
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be labor-intensive, reliant on expertise, and vulnerable to inter-observer variations.

Furthermore, each patient’s burgeoning volume of images underscores the imperative

for precise and efficient analysis to bolster clinical decision-making. In this context,

the application of AI in classifying magnetic resonance images has emerged as a

promising solution.

AI holds the potential to process large volumes of images swiftly and accurately,

thereby bolstering clinicians in the early detection, characterization, and ongoing

monitoring of diseases. Leveraging machine learning techniques and convolutional

neural networks, the development of automatic classification models for medical im-

ages has demonstrated their competitiveness compared to traditional methods.

These models excel in discerning subtle patterns and features within MRI, thus

facilitating precise diagnoses and prognoses for conditions. Figure 4.27 illustrates the

applications of AI in the classification of MRI.

Figure 4.27: First review MRI images and select the previously labeled dataset by
an expert. Next, select AI models applied to learn those MRI images. Then, applied
those to MRI applications that employ AI models. Finally, discuss the evaluation

metrics proposed to evaluate these AI models’ performance.

In summation, given the current landscape of medical imaging with the expanding
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availability of magnetic resonance images and the compelling need for precise and

efficient analysis to underpin clinical decisions, the application of artificial intelligence

in image classification is a field of research and development of profound significance.

Figure 4.28: Illustration of common MRI images. (a) T1-weighted MRI; left: Liver;
right: Brain [neonate], (b) T2-weighted MRI; left: Prostate; middle: Brain

[neonate]; right: Liver, (c) functional MRI, (d) diffusion tensor imaging, and (e) MR
angiography.



Chapter 5

Discussion

The application of artificial intelligence in the realm of biomedical imaging has shown

tremendous promise in enhancing diagnostic accuracy, especially for a wide range of

pathologies, including pneumonia, tuberculosis, post-COVID conditions, osteoporo-

sis, osteoarthritis, and pulmonary fibrosis. The modular model proposed in this study

serves as a robust framework for addressing the complexities and variations inherent

in medical imaging data, allowing for effective classification, segmentation, and detec-

tion of these conditions across various imaging modalities. The results of our study on

automated free fluid detection in abdominal CT imaging, renal lithiasis classification,

brain MRI tumor detection, and the identification of microbleeds highlight the sig-

nificant advancements made in the field of medical imaging through the application

of AI and machine learning techniques.

5.1 X-ray imaging

Pneumonia and tuberculosis are significant public health concerns characterized by

inflammatory processes affecting the lungs. The modular model’s ability to lever-

age deep learning techniques, particularly convolutional neural networks (CNNs),

demonstrates notable efficacy in distinguishing between various forms of pneumonia

and identifying early signs of tuberculosis. The integration of Hounsfield unit (HU)

thresholds for computed tomography (CT) imaging aids in differentiating between

119
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these conditions are based on density variations. Given the potential overlap in ra-

diographic findings, this capability is crucial where pneumonia may mimic the lesions

seen in tuberculosis.

5.2 CT imaging

The post-COVID landscape presents unique challenges, including accurately assess-

ing lung damage and associated sequelae. The proposed modular model has been

adapted to identify pulmonary changes characteristic of post-COVID conditions, uti-

lizing advanced image segmentation techniques to highlight areas of fibrosis, ground-

glass opacities, and other alterations in lung architecture. This facilitates better

clinical decision-making and provides a quantifiable method for monitoring disease

progression and therapeutic outcomes.

In musculoskeletal imaging, osteoporosis and osteoarthritis are prevalent condi-

tions requiring precise assessment for effective management. The modular model’s

application to identify bone density changes associated with osteoporosis, alongside

cartilage degradation indicative of osteoarthritis, underscores its versatility. The seg-

mentation of anatomical structures, supported by the morphological operations de-

tailed in the results chapter, enables clinicians to visualize and quantify the extent of

these conditions, fostering improved patient outcomes.

Accurate detection and characterization of pulmonary fibrosis are critical for

timely intervention. The modular model’s capability to integrate various imaging

modalities allows for a comprehensive assessment of the lung, identifying patterns

associated with fibrosis. The findings from the dataset reveal a significant correlation

between the model’s output and expert annotations, highlighting its reliability as a

clinical tool. Furthermore, the statistical analyses conducted on entropy values pro-

vide a new dimension for evaluating the complexity of pulmonary images, aiding in

the early identification of fibrotic changes.

The high degree of agreement observed between expert annotations and algorithm-

generated outcomes underscores the reliability and accuracy of the developed algo-
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rithm for free fluid detection. Using density thresholds, active contour methods, and

post-processing filters enabled effective identification and delineation of areas contain-

ing free fluid in CT images. This demonstrates the algorithm’s potential as a valuable

adjunct to clinical diagnosis and emphasizes the importance of adaptive thresholds

considering pathology and anatomical location. The need for further validation with

larger datasets remains crucial to ensure the algorithm’s robustness across diverse

clinical presentations.

In the classification of renal lithiasis, the study demonstrated that CNNs effec-

tively distinguished between varying stone sizes, with an accuracy of 94% achieved

through the Convex Hull augmentation technique. This highlights the efficacy of

data augmentation in addressing sample size limitations and improving model per-

formance. The superior results obtained using the Naive Bayes Multinomial statistical

test point towards the effectiveness of probabilistic classifiers in this domain. How-

ever, the small and non-homogeneous sample sizes suggest that future studies should

aim to incorporate more extensive and diverse datasets to enhance the generalizability

of the findings.

5.3 MRI imaging

The application of deep learning techniques in classifying brain MRI images revealed

promising results, particularly with the Support Vector Machine (SVM) classifier

achieving high accuracy and precision. The use of transfer learning with a pre-trained

model, such as VGG16, proved effective in leveraging existing knowledge to enhance

the classification capabilities of the model. The distribution of tumor types and the

imbalance in sample sizes between benign and malignant cases warrant further inves-

tigation, as these factors can influence model performance and bias. Future research

should focus on increasing dataset size and diversity to strengthen the model’s appli-

cability across different clinical settings.

The innovative use of Shannon entropy for quantitatively detecting cerebral mi-

crobleeds represents a significant advancement in neuroimaging. The ability to es-
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tablish a specific entropy range for early microbleed detection could aid in the timely

diagnosis of neurodegenerative diseases. The strong correlation observed between en-

tropy and Z-score values reinforces the method’s reliability. However, further valida-

tion and refinement of this approach are necessary to address potential false positives

and improve overall detection accuracy. Additionally, integrating machine learning

algorithms with entropy analysis could enhance the detection capabilities and allow

for more sophisticated assessments of brain abnormalities.

5.4 Modular model

The strength of the modular model lies in its structured approach to medical imaging,

facilitating the integration of multiple imaging modalities, including CT and MRI. By

employing a pre-trained network as a feature extractor, the model efficiently utilizes

transfer learning to adapt to the unique characteristics of each imaging dataset. This

modularity enhances the model’s generalizability across various pathologies and allows

for scalability in future studies involving larger datasets.

While the current study demonstrated promising results across various conditions,

further validation with larger, more diverse datasets is essential. The incorporation of

additional machine learning techniques, such as ensemble methods and unsupervised

learning approaches, may enhance the model’s performance, especially in challenging

cases with complex presentations. Future research should also focus on refining the

modular architecture to accommodate real-time processing capabilities, enabling its

implementation in clinical settings.

The integration of AI in medical imaging not only improves diagnostic accu-

racy but also streamlines the workflow for radiologists, potentially reducing the time

required for image interpretation. The methodologies developed in this study of-

fer valuable tools for enhancing clinical decision-making and patient management.

The automation of complex analysis tasks allows healthcare professionals to focus

on higher-level clinical reasoning and patient care, ultimately leading to improved

patient outcomes.
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5.5 Published works

This section presents a compilation of our published articles that contribute to the

body of knowledge surrounding computer-aided medical diagnosis and medical imag-

ing. Each publication reflects a unique aspect of our research journey, highlighting the

methodologies, results, and implications of our work in the context of medical image

analysis. These studies support the findings presented in this thesis and offer insights

into the challenges and advancements in the field. By sharing these works, we aim

to demonstrate scientific research’s collaborative and iterative nature and the prac-

tical applications of artificial intelligence and deep learning techniques in improving

diagnostic accuracy and patient outcomes.

Table 5.1: Articles published from the thesis project in national and international
journals with impact factor, indexed, DOI, and ISSN.

Biomedical Datasets Accuracy Status
Pneumonia 95%, 96% Published: [143], [144], [145]
Tuberculosis 97% Published: [146]
Post-COVID 97% Published: [147]
Osteoporosis 77% Accepted (in press)
Osteoarthritis 98% In process

Pulmonary fibrosis 97% Published: [148]
Free Fluid 85% Accepted (in process)

Renal Lithiasis 94% Accepted (in press)
Brain MRI 90% Published: [149]
Microbleeds 94% Accepted (in press)
AI in MRI 98% Published: [150]



Chapter 6

Conclusions

This thesis has explored the application of deep learning techniques for computer-

aided medical image diagnosis, presenting a modular approach for classification, de-

tection, and segmentation tasks. The research demonstrates how convolutional blocks

of pre-trained networks, coupled with various classifiers, can effectively identify and

assess pathologies using biomedical images from multiple modalities, including X-ray,

CT, and MRI.

One of the key achievements of this work has been the successful development and

deployment of AI models that reach competitive levels of accuracy, precision, recall,

and F1-score, as evidenced in the classification of diseases such as pneumonia, tuber-

culosis, osteoporosis, osteoarthritis, post-COVID conditions, and pulmonary fibrosis.

Across these applications, the models provided robust and consistent performance,

achieving accuracy rates up to 99%, which is crucial for enhancing diagnostic accuracy

in clinical settings.

The use of modular models allowed for flexibility and adaptability in applying

different classifiers and optimization techniques to medical imaging tasks. Notably,

the convolutional neural networks (CNNs) integrated with classifiers like SVM and

Naïve Bayes yielded superior results, particularly in CT imaging of renal lithiasis and

brain MRI tumor detection. The Grad-CAM technique further enabled explainability

in model decision-making, enhancing the interpretability of kidney stone detection

models and other medical imaging tasks.
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In addition to the primary focus of the thesis, the exploration of entropy-based

methods for the early detection of cerebral microbleeds using Shannon entropy repre-

sents an innovative contribution to the field of neuroimaging. This method showcased

how statistical and AI-driven approaches can complement traditional radiological

practices.

Overall, the proposed modular model approach has proven to be a valuable tool

for tackling challenges in medical image analysis, and it holds significant potential

for improving diagnostic workflows, reducing interobserver variability, and increasing

diagnostic precision.

In summary, the proposed modular model represents a significant advancement

in Biomedical imaging, offering a comprehensive framework for detecting and ana-

lyzing diverse pathologies. Its ability to adapt to different imaging modalities and

its reliance on robust statistical methodologies underscore its potential as a valuable

tool for clinicians, ultimately leading to improved diagnostic accuracy and patient

care. The findings from this study lay the groundwork for future explorations in ar-

tificial intelligence applications within medical imaging, contributing to the ongoing

evolution of diagnostic methodologies in healthcare.

Despite the promising results achieved throughout this research, there are sev-

eral areas for future investigation and improvement: expansion to new pathologies

and imaging modalities, incorporation of more advanced techniques for model ex-

plainability, integration with clinical decision support systems, continued research

on neuroimaging and microbleed detection, and extending the Modular Model for

Multimodal Imaging.

This research contributes significantly to the ongoing efforts to advance AI-driven

medical image analysis methods. By demonstrating the effectiveness of modular

deep learning approaches, this thesis opens avenues for further innovation in the

intersection of AI and healthcare. With continued exploration and refinement, AI

has the potential to transform diagnostic processes, offering faster, more accurate,

and more reliable assessments that can ultimately improve patient outcomes.

Despite the promising results achieved, this research is not without limitations.
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The primary constraint lies in the generalizability of the proposed modular model,

as it was evaluated using specific datasets from particular imaging modalities (X-

ray, CT, MRI) and pathologies (e.g., pneumonia, tuberculosis, osteoarthritis). This

may limit its applicability to other diseases or imaging techniques without further

validation. Additionally, the reliance on pre-trained convolutional neural networks,

while beneficial for efficiency, may introduce biases inherent to the original training

datasets. Future studies should explore the application of the model to more diverse

datasets, incorporate other imaging modalities such as ultrasound or PET scans, and

investigate potential biases to enhance robustness and generalizability across broader

clinical scenarios.



Appendix A

Supplementary research contributions

A.1 Diagnosing Parkinson’s disease through draw-

ing patterns

According to the World Health Organization (WHO), Parkinson’s disease (PD) is a

degenerative brain condition associated with motor symptoms as well as non-motor

complications. In Mexico, PD usually begins between the ages of 50 and 65; the

rate is estimated at 50 cases per 100,000 inhabitants. Artificial intelligence (AI),

drawing and writing patterns characteristic of motor symptoms, can be a noninvasive

method for diagnosing this condition. An automatic classification processing model is

proposed for diagnosing the disease based on spiral drawings, whose results obtained

95% accuracy, while for wave drawings 89% accuracy was obtained. The reported

model is competitive with the state-of-the-art and is a support tool for diagnosing

PD.

A dataset provided by collaborators of the NIATS (Centre for Innovation and

Technology Assessment in Health) of the Federal University of Uberlândia was used

to carry out this study. This dataset was collected specifically to detect Parkinson’s

disease from images of spiral and wave drawings. The dataset is composed of two

subsets: one with 102 spiral images and another with 102 wave images.

Image processing was performed using the Visual Geometry Group (VGG16) ar-
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Figure A.1: Image set provided by NIATS.

chitecture, a well-established convolutional neural network widely used in computer

vision tasks. VGG16 was used as a feature extractor, allowing us to obtain meaning-

ful representations of the drawings for further classification. In Table A.1, we can see

the results.

Table A.1: Values obtained from the proposed model.

Drawing
Classification

system
Classifier Accuracy

Spiral TTS SVM 0.95
Wave CV SVM 0.91

For spiral drawings, the model achieved 95% accuracy, demonstrating its ability to

distinguish between healthy individuals and patients with Parkinson’s disease based

on characteristic drawing patterns. For wave drawings, a class sensitivity of 91% was

obtained.
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A.2 Ancient Purépecha petroglyphs

This research introduces an innovative approach to analyzing Purépecha petroglyphs

through interdisciplinary collaboration between computer vision and archaeology.

The research addresses the practical needs of archaeologists and scholars who re-

quire critical support for searching and recovering collections of ancient Purépecha

images. The paper begins by providing an overview of the interdisciplinary approach

to enhance the documentation, analysis, and preservation of Purépecha pictographic

data. Subsequently, it objectively evaluates the contextual descriptor’s performance

in image retrieval tasks, utilizing a set of 14 images featuring Purépecha petroglyphs.

In summary, the proposed approach shows promise by enhancing performance in re-

trieval tasks and can be validated from an epigraphic perspective, offering the poten-

tial for novel insights into archaeology and practical solutions for academia. The cur-

rent study comprises 14 images of Purépecha petroglyphs captured in Tzintzuntzan,

Michoacán (see Figure A.2).

Figure A.2: Purépecha Petroglyphs. A significant testament to the culturally rich
heritage of this pre-Columbian civilization.

The accurate delineation of image contours is crucial, yet certain engravings show

signs of erosion over time, while others exhibit less distinct shapes. Therefore, an

image processing phase has been implemented to enhance these characteristics. The

goal is to enable the Contextual Shape Descriptor (CSD) to identify edges and con-

tours swiftly, precisely, and definitively. This procedure entails the application of two

stages of digital filtering, aimed at enhancing the image’s characteristics and detect-

ing its contours. The initial stage involves the application of edge detection filters to

amplify contours and enhance overall image quality. In the initial stage of our exper-
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iments, an analysis was conducted to evaluate how well the outlines of the Purépecha

petroglyphs are represented from a Mayan glyph in different samplings.

Figure A.3: Proposed Model showcasing the outcomes of the curve recovery process
applied to the detected contours of Mayan glyphs. (From left to right) The original
image undergoes the CSD algorithm, identifying the image contours; the resulting

output image displays the contours previously detected by the algorithm,
facilitating the recovery of the original image.

The model (Figure A.3) was employed on a series of images featuring Purépecha

petroglyphs. By applying morphological filters to the original images, results reveal

effects that are not discernible to the naked eye. In general, with all filters, the

following results were obtained (Figure A.4):

Figure A.4: Implementation of the model with DFC for contour detection in images
of Purépecha petroglyphs. (First two) Contours were detected using the Meijering
filter and the morphological dilation and erosion filters, respectively. (Last two)

Contours were detected using the Frangi filter and the morphological dilation and
erosion filters, respectively. The ability to detect contours in petroglyphs is a

significant achievement, capturing details that cannot be seen with the naked eye.
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A.3 Plasma for medical applications

Plasma Desorption Ionization (PDI) stands as a robust analytical technique facil-

itating identifying and quantifying a diverse array of compounds, including drugs,

metabolites, and biomolecules within biological specimens. This study delves into

exploring efficient and cost-effective ionization methodologies geared toward medical

applications and introducing an innovative avenue known as Americium-241 Plasma

Desorption Ionization (AmDI), leveraging the radioactive element Americium-241

found in smoke detectors, boasting a lengthy half-life of 432.2 years. Desorption ion-

ization experiments were executed employing an ion chamber extracted from a smoke

detector, accompanied by sample tablets (ibuprofen and paracetamol) positioned near

a Tesla coil, serving as the plasma ionization source. The findings affirm the viability

and efficacy of the AmDI approach in characterizing this specific category of samples.

This development represents a significant stride in medical diagnostics, offering a

pragmatic and budget-friendly resolution for comprehensive analysis. A disassembled

ionization chamber from a smoke detector (Figure A.5), widely available online at

low cost, was used as the basis for the Americium-241 Plasma Desorption Ionization

(Source AmDI).

Figure A.5: Smoke detector covered in a gold sheet.

This research undertakes a practical and preliminary exploration, where desorp-

tion ionization assessments are conducted utilizing a smoke detector-extracted ion

chamber and sample tablets (ibuprofen and paracetamol), strategically positioned

near a Tesla coil functioning as the plasma ionization source. The results unearth

the viability and efficacy of the AmDI technique, showcasing its prowess in charac-
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terizing these specific types of samples. As a pioneering stride, this advancement

contributes significantly to medical diagnostics, furnishing an accessible cost-effective

solution for comprehensive analytical pursuits. As the demand for effective and eco-

nomical ionization methods for medical applications escalates, this study delves into

innovation, proposing a novel approach named Americium-241 Plasma Desorption

Ionization (AmDI).

This study implemented a flyback as the main power source to achieve plasma

generation. The americium desorption ionization (AmDI) process was carried out

by the interaction of americium with the plasma arc generated by the flyback. By

positioning the americium within the arc, ionization of the surrounding air molecules

occurs, which causes the desorption of the ions from the surface and their subsequent

ionization in the generated plasma. In Figure A.6 the assembly diagram used is

shown:

Figure A.6: Assembly diagram of the AmDI system. (a) Drive plate, (b) flyback,
and (c) americium-241.

The results obtained after exposing ibuprofen and paracetamol to the plasma

source with Americium-241 were analyzed using the Fourier Transform Infrared Spec-

troscopy (FTIR) technique (Figure A.7). This technique made it possible to compare

the infrared spectra of the samples before and after contact with the plasma, provid-

ing valuable information on the composition and structure of the drugs. These results

indicate that paracetamol did not undergo major structural changes due to exposure



APPENDIX A. SUPPLEMENTARY RESEARCH CONTRIBUTIONS 133

to plasma generated by americium-241. These findings are relevant, as they support

the safety of the AmDI method and suggest that this ionization technique does not

affect the molecular structure of paracetamol during analysis. These observations are

consistent with the known molecular structure of ibuprofen and allow confirmation

of its identification using FTIR spectroscopy. Each of these absorption bands is char-

acteristic and specific to the molecular vibrations of ibuprofen, providing additional

evidence for the effectiveness of the AmDI method in accurately analyzing this drug.

The results obtained after FTIR analysis of plasma-irradiated ibuprofen indicated no

significant alteration in its molecular structure due to exposure to plasma generated

by Americium-241. This information is valuable in supporting the reliability of the

AmDI method in drug characterization and its potential application in various fields

of research and clinical analysis.

Figure A.7: FTIR of irradiated and normal ibuprofen and paracetamol, respectively.

In summary, the AmDI approach offers a promising outlook for future research and

applications in the field of mass spectrometry and ambient ionization. The combina-

tion of various analytical techniques will allow further progress in the understanding

and application of this method, fostering significant advances in medical diagnostics,

materials studies, and other relevant scientific areas.



APPENDIX A. SUPPLEMENTARY RESEARCH CONTRIBUTIONS 134

A.4 Electrical insulators in power transmission

This study presents a simple and efficient methodology for implementing a fault

detection process in electrical insulators in transmission lines (Figure A.8). The

methodology consists of creating a data set with faultless insulators, insulators with

broken disks, and insulators with damage from discharges due to contamination, thus

separating the insulators in good condition and the damaged insulators; as a second

step, a preprocessing was carried out that allows the standardization of the size of

the images.

Figure A.8: Electrical insulator in good condition (top), (bottom left) broken
electrical insulator, and (bottom right) insulator damaged by electrical discharge

defect due to contamination.

In this research, the VGG16 architecture was adopted to carry out the feature

extraction. Two classification systems were used, where the first consists of creating a

training and test set (70/30), and the second in cross-validation, both with the same

evaluations and metrics. Two experiments were carried out. The first determined
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which insulators are in good condition vs. damaged insulators, the second experiment

dealt with the specific cases of insulators in good condition vs. insulators with broken

disks, and finally, the case of insulators in good condition vs. insulators damaged

by electrical discharges due to contamination. In terms of precision and accuracy,

experiment 2 with the SVM classifier seems more successful and robust in classifying

images of faulty electrical insulators.

The dataset used in this study focuses on detecting defects in electrical insula-

tors in transmission lines. It consists of 1600 original images collected from various

sources including Baidu, Google, and public datasets, and was obtained from the

Ninja Dataset repository. To ensure a homogeneous and balanced set, 100 images

were randomly selected from the three classes of insulators: normal, broken, and

pollution-flashover.

The methodology consisted of resizing the images to a uniform resolution of

224x224 pixels since a VGG16-CNN was used as an extractor of image features.

The prediction and evaluation of results are performed, using the trained classifier

to predict the labels of the test set and calculate various evaluation metrics such as

precision, accuracy, and confusion matrix.

Table A.2: Best results from combining experiments between electrical insulators.

Insulator Experiments
Classification

System
Classifier Accuracy

Good vs Damaged
TTS

SVM

0.93
CV 0.97

Good vs Broken
TTS 0.98
CV 0.99

Good vs Pollution-flashover
TTS 0.93
CV 0.99

We have obtained up to 99% classification among the three groups of electrical

insulators. We can thus conclude that the methodology we used in the project was

successful in detecting faults in electrical insulators in power transmission lines. In

fact, filters can be applied to obtain segmentations in the image and obtain a region

of interest.
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A.5 Published works

From the complementary research carried out during the PhD, the projects were

published in national and international journals with impact factor, indexed, DOI,

and ISSN.

Table A.3: Articles published, supplementary research.

Datasets Accuracy Status
Parkinson 95% Published: [151]

Petroglyphs 85% Published: [152], [153]
Plasma safety Accepted (in press)

Electrical Insulators 99% Accepted (in press)
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